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Preface

An old song has it that money makes the world go round. Indeed, money, the
universally accepted means of exchange, plays a pivotal role in turning the wheels of
an increasingly globalized world economy, characterised by increasing cross-border
trade in goods and services and financial transactions. Given the undeniable impor-
tance of money for domestic and international economic dispositions, we therefore
do not heed the old saying The best advice about money is not to talk about it in this
book. On the contrary, we will talk about money quite extensively.

At the time of writing, the global monetary architecture experiences an unprece-
dented credit market turmoil, which started in the US subprime mortgage market in
July/August 2007 and spread to virtually all major financial markets. The ultimate
consequences of this financial earthquake are hard to predict in terms of their impact
on the global economy and its monetary order in the years to come. Nevertheless,
throughout our book the reader will find plenty of analyses of the factors and events
which may have sown the seeds of the current crisis.

With this book we want to provide students with an integrated overview about
the major building blocks of monetary economics — that are monetary theory, capital
market theory and monetary policy theory. In doing so, we will draw heavily on the
work of many leading scholars. On top of that, we will provide numerous graphs
and econometric examples, which may help illustrating, and thereby improving the
understanding of, the theoretical issues under review.

We also want to show that one can address nearly all the core issues in monetary
economics with a systematic modern approach which does not neglect economet-
rics but that also pays attention to the nuances of micro foundations. The book is
aimed at second- and third-year undergraduate and graduate courses in monetary
economics and international finance.

We would like to thank Professor Dr. Dieter Gerdesmeier and the colleagues
at the Frankfurt School of Finance & Management, Frankfurt, Daniel Gros, PhD,
Director Centre for European Policy Studies, Brussels, Dr. Eduard Hochreiter, The
Joint Vienna Institute, Vienna, Professor Dr. Wim K&sters, University of Bochum,
and Professor Dr. Martin Leschke, University of Bayreuth for many fruitful discus-
sions and invaluable support. We are also grateful for financial and intellectual sup-
port from the Oesterreichische Nationalbank (OeNB) where the first author stayed
as a research professor when the first drafts of this book were written. The quality
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of the book profited most from the feedback by our students at the Universities
of Vienna, Stuttgart, Bayreuth, Frankfurt, Stuttgart-Hohenheim, Duisburg-Essen
Berlin and Saarbriicken. Technical assistance by students from the Universities of
Duisburg-Essen and Hohenheim, especially from Kai Miiller-Berner and Markus
Ortel is gratefully acknowledged as well. Needless to say, we take full responsibility
for any remaining shortcomings and errors.

Frankfurt and Berlin Ansgar Belke
April 2009 Thorsten Polleit
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Chapter 1
Money and Credit Supply

“(...) a world monetary system has emerged that has no
historical precedent: a system in which every major currency in
the world is, directly or indirectly, on an irredeemable paper
money standard (. . .). The ultimate consequences of this
development are shrouded in uncertainty.”

— Milton Friedman (1994), Money Mischief, p. 249.

1.1 Money Definition, Functions, Kinds and Origin

1.1.1 Definition and Functions

“Money is a little like an airplane — marvellous when it works, frustrating when it
is immobilised, and tragic when it crashes.”! Money is one of man’s great inven-
tions, and it is a crucial part of the pervasive framework of a society organised
along the lines of free markets — characterised by private property, the division of
labour and free trade. It has become common practise to define money as the univer-
sally accepted means of exchange. In that sense, money is anything that is generally
accepted in exchange transactions.

People use money because of uncertainty. Uncertainty is inherent in human life.
The future course of events is unknown. If the future was known, there wouldn’t be
any need for people holding money. They could simply make all their dispositions
today — as under certainty they would know, as of today, their future income, pref-
erences and wants. In a world of certainty, there is actually no need for anyone to
hold money.

As a universally accepted means of exchange, money is the most liquid good in
the economy. The term liquidity is used to describe the ease with which an asset can
be exchanged against other goods and services. Other (financial) assets vary widely
as far as their degree of liquidity is concerned. For instance, stocks and bonds, repre-
senting rather homogenous types of assets traded on primary and secondary markets,

I'Harriss (1961), p. 3.
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2 1 Money and Credit Supply

tend to be even more liquid than assets such as, for instance, cattle, real estates and
housing, but stocks and bonds are less liquid than money.

When deciding in what form to hold their wealth, market participants have to
balance the issue of liguidity of each possible asset against the asset’s capacity to
serve as a store of value. Money is certainly the most liquid asset, but it is usually
far from being a perfect store of value. This is because peoples’ preferences change
over time. As result, the value of goods and services, including money, changes over
time.

Money is often defined by the functions it fulfils, thereby contributing in different
ways to the workings of the economy:

— First and foremost, money is a medium of exchange; this is the most obvious
function of money. Using money in buying and selling frees people from the
need to barter, that is to make direct exchanges in the form of things for things.
Making use of money leads to indirect exchange, and this avoids the problem of
double coincidence, the necessary prerequisite for making possible barter trade.

— Second, money serves as a unit of account (numéraire). Exchanges in the mar-
ket (purchases, loan and wage contracts, etc.) are usually made by using money
units rather than a quantity of goods and services. This reduces transaction costs,
thereby allowing for an overall increase in productivity. To show this, assume that
there are n goods, so that in a barter economy the individual would have to know
(n* — n)/2 independent exchange ratios between the n goods. Using money as a
unit of account, however, an individual would need to know just n — 1 exchange
ratios.

To give an example of the productive effect of using money as a numéraire,
assume there are 4 goods. Using the formula above, people would have to deal
with 6 individual exchange ratios, namely:

X1:X2=1:2 X2:X3=2:3
X1:X3=1:3 X2:X4=2:4
X1:X4=1:4 X3:X4=3:4

Let us use X1 as the unit of account. Then we have:

X2=2Xl1
X3=32X2=3XIl
X4 =4/3 X3 =4XI.

Using money as a numéraire reduces the number of exchange ratios to three.
If we had 100 goods, people in a barter economy would need to know 4950
individual exchange ratios. However, this number declines to 99 if money is used
as the unit of account.

— Third, money serves as a store of value. Exchanges for which money serves so
well as a medium of exchange do not take place simultaneously. Quite often,
people receive money one day and pay it out at a later point in time. If the price
of a vendible good is fixed in terms of a unit of account, and if the unit of account
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is the universally accepted means of exchange in the future, it can serve as a
store of value. In that sense, money’s function as a store of value gives its holder
economic freedom through time: holding money is an option of what to buy. It
gives its holder the power to delay the acquisition of goods and services to a
convenient time.

— Fourth, and this actually follows from the other three functions, money can serve
a standard of deferred payment. As there tend to be current transactions that
extend into the future (such as, for instance, building factories, railroads, etc.),
people need something to serve as a standard for payments to be made in the
future. In developed economies, people save money and lend it, often through
financial institutions, to businesses or governments, and people prefer to express
the agreement in money terms.

In contrast to this mainstream economic characterisation of the functions of
money, Ludwig von Mises (1881-1973) noted that the medium of exchange would
be money’s only function. All other functions which people ascribe to money — unit
of account, store of value and standard of deferred payment — would be “merely
particular aspects of its primary and sole function, that of a medium of exchange.””?
As he noted, the functions of money as a unit of account and transmitter of value
through time and space can indeed be traced back to its function as medium of
exchange.

It is often said that money would measure value. However, from the viewpoint
of a subjectivist value theory such a conclusion would appear to be erroneous. In a
free market, exchange is voluntary and mutually beneficial. People exchange those
goods and services which they consider less valuable against those vendible items
they value more highly. In that sense, human action is expressive of preferences.
In fact, each person values what he acquires more highly than what he surrenders.
Exchange is therefore not about value identity or value equivalency.

Take, for instance, the case in which Mr Miller willingly exchanges US$1 against
an apple in a grocery shop. Obviously he values the apple more highly than one US
dollar. The shopkeeper, in turn, exchanges an apple against US$1 because from his
viewpoint one US dollar is more valuable than the apple. That said, for Mr Miller
the apple is worth more than US$1, while for the seller the US$1 is more valuable
than the apple surrendered. In that sense, the US dollar price of the apple does not
measure the value of the apple from the viewpoint of the buyer and seller.

If the value of the US dollar were equal to the value of the apple from the view-
point of the buyer and seller, what would be the point of engaging in a trade? In
such a case neither the buyer of the apple nor its seller could improve their individ-
uval utility. In fact, if the US dollar and the apple were of identical value from the
viewpoints of the market participants, there would be no economic incentive at all
for them to enter into any transaction.

2Mises (1996), p. 401.
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In this context it might be of interest to raise the following question: Can there
be a constant value of money? From an economic viewpoint there is no doubt that
money is a good, as it has economic value for market participants. In fact, money
is the most liquid good. It can be easily and readily exchanged against other good
and service. If money is a good, however, it must necessarily fall under the law of
diminishing marginal utility. The latter holds that the marginal utility of a given
unit of a vendible item decreases (increases) as the supply of such units increases
(decreases). In other words: a change in the supply of a good, including the good
money, leads to a change in the good’s marginal utility.

A change in the stock of money M in the purse of Mrs Smith would lead her to
revalue M: As the supply of M changes, Mrs Smith will assign a different value-
rank to M. From the viewpoint of Mrs Smith, the first US dollar received commands
a higher value than, say, an additional US dollar earned when Mrs Smith owns a
million US dollar already. That said, the search for a once-and-for-all stable, that
is constant-valued, good is, generally speaking, an illusionary undertaking. Even
money, the most liquid good, cannot fulfil such a requirement.

Can There be “Stable Money”’? No, Says the Law
of Diminishing Marginal Utility

The law of diminishing utility is attributable to the work of Hermann Heinrich
Gossen (1810-1858), Leon Walras (1834—1923), Carl Menger (1840-1921)
and William Stanley Jevons (1835-1882). Because of its importance in eco-
nomic theory for determining the value of a good, the law of diminishing
marginal utility shall be outlined in some more detail. To start with, an indi-
vidual’s utility can be formalised as:

U= f(x1,x2,...,%), (1.1)

that is his/her utility is determined by consuming goods xj, X7, . .., Xj.
It is assumed that the marginal utility from consuming one unit more of,
say, x1 is positive:

U
8_)61 = f{ > 0. (12)

This condition reflects the assumption of non-satisfaction.
Further, it is assumed that with growing consumption of x; the marginal
utility declines:

02U

Y
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Equations (1.2) and (1.3) reflect the First Law of Gossen.
Furthermore, it is assumed that marginal utility from consuming one unit
more of x; increases if one unit more of the other good x; is consumed:

02U

—— = f{,>0. 1.4
82x18x2 2= ( )

Figure 1.1 shows the utility function for varying levels of x; given two
different level of x,.

Fig. 1.1 Utility function U
X
X
U, 5
U, o
G X X

Now assume that, for simplicity, there is a given level of utility, U, which
depends on the levels of x; and x;:

U = f(x1, x») or, when solving for x, (1.5)

x1=fO, U)=f = (n). (1.6)

Equation (1.6) is the so-called indifference curve, that is the locus of all
combinations of x; and x, which yield the same level of utility U. This curve
is graphically displayed in Fig. 1.2.

Fig. 1.2 Indifference curve
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for a given level of utility, U
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The slope at any point on an indifference curve equals the rate at which the
consumer is willing to substitute one good for another. This rate is called the
marginal rate of substitution (MRS). It shows how much of a good someone
requires in order to be compensated for a one unit reduction in the consump-
tion of another good. The MRS can be calculated by the total differential of
the utility function:

dU = fl/dxl aF fz/d)CQ,

where d are small (but not infinitesimal small) changes.
Along the indifference curve we have:

0 = fldx) + fydx;, or equally:

Lo dx
fi - dx’

That said, the MRS for substituting x; through one additional unit of x,
equals the reciprocal of the marginal utilities for the goods under review (with
a negative sign).

If money qualifies as a good, it should be subject to the law of diminishing
marginal utility. This law contradicts the notion of a stable, that is constant-
valued, good. An individual would rank the marginal utility of a larger sized
unit of a good higher than that of a smaller sized unit of the same good; and
any increment to the supply of a good by an additional unit will be ranked
lower (valued less) than any same-sized unit of this good already in one’s
possession. So a change in the supply of a good must lead to a change in
the good’s marginal utility. From this viewpoint, the concept of stable, or
constant-valued, money would be misleading (Hoppe, 1994).

1.1.2 Kinds of Money

There is a fascinating history of money — in terms of its evolution and in terms of the
various kinds of goods which served as money. Unfortunately, this history is much
too long and complicated to summarize here. We have to confine ourselves to a very
brief overview on the different kinds of money that have emerged in the more recent
history:
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— Commodity money represents a physical commodity — a good produced and orig-
inally valued for its commercial use (such as, for instance, gold and silver) — that
has come to be used as the generally accepted means of exchange.

— Fiat money is a coin or piece of paper of insignificant commodity value that
a government has declared to be money and to which the government has
given legal tender quality. Typically, fiat money neither represents nor is a
claim for commodity money. It is issued without any intention to redeem
it, and consequently the issuer does not set aside any reserves for that
purpose.

— Credit money is created through a credit transaction such as, for instance, a bank
extending a loan to a non-bank. As a rule, credit money is not physically backed
by a commodity.

— Tokens are usually minor or subsidiary coins. Typically, the value of the metal
content of a token is lower than its face value; a token’s exchange value exceeds
its commodity value.

— Central bank money is money issued by the central bank in the form of demand
deposits (book entries) and paper notes.

— Commercial bank money is money issued by a commercial bank, nowadays usu-
ally in the form of demand deposits.

— Money substitutes are anything generally known to be freely and read-
ily exchangeable into money, whether or not a legal requirement to do so
exists.

Money that takes the form of a commodity is said to have intrinsic value. The
term intrinsic value implies that the means of exchange would have value from the
point of view of market agents even if it was not used as money. For instance, gold
and silver, which served as money in the past, have intrinsic value — they are used for
industrial and/or jewellery purposes. When gold is used as money (or paper money
that is convertible into gold on demand), the economy is said to be operating under
a gold standard.

Today’s monies represent non-redeemable paper, or fiat, money over which the
government holds the supply monopoly. It is money without any intrinsic value. It
was established as money by government decree and not, as was the case with com-
modity based money, by the free choice of market agents. Part of the acceptability
of fiat money is the result of government law. Legal tender, or forced tender, is pay-
ment that, by law, cannot be refused in the settlement of debts denominated in the
same currency. Legal tender is a status which may be conferred on a certain type of
money.
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Currency School Versus Banking School

The debate about what qualifies as money is actually closely related to the
dispute between the Currency School and the Banking School in the 19th
century.

The Currency School originated from the writings of David Ricardo (1772-
1823). It argued that excessive issuing of banknotes was a major cause of infla-
tion. Currency School economists supported the British Bank Act of 1844 (or
Peel’s Bank Act, named after Robert Peel (1788—-1850)), which prohibited
the issuance of banknotes against anything except 100% gold reserves. How-
ever, the Act did permit the expansion of demand deposits subject to trans-
fer or withdrawal by check against short term commercial paper of the type
approved by the Banking Principle. This paved the way towards fractional
reserve banking (that is allowing banks to expand their money supply beyond
their gold reserves) and elastic currency (that is expanding money supply as
trade increases and vice versa).

The Currency School was opposed by the Banking School. Drawing on
the writings of Adam Smith (1723-1790), it espoused the Banking Princi-
ple or Fullarton Principle (named after John Fullarton (1780-1849)). The
Banking School holds that as long as a bank maintains the convertibility of
its banknotes into specie (gold), for which it should keep adequate reserves,
(that is less than 100%), reserves it is impossible for the bank to over-issue
its banknotes (when extending credit). The Banking School reasoned that the
issuance of gold-backed banknotes would stimulate business activity, would
not raise prices, and that the quantity of notes issued would be limited by the
needs of trade rather than the desire of the issuing bank. It claimed that note-
holders would promptly present for redemption all banknotes issued in excess
of the needs of trade (business) under the so-called law of reflux. As a result,
a trade-related rise in the money stock would not be inflationary.

1.1.3 Origin of Money

Where does money come from? According to the Austrian School of Eco-
nomics, historical experience shows that money, the universally accepted means
of exchange, emerged from free market forces. People learned that moving from
direct (barter) trade to indirect trade — that is exchanging vendible goods against a
good that might not necessarily be demanded for consumption or production in the
first place — would lead to a higher standard of living.

Driven by peoples’ self-interest and the insight that directly traded goods possess
different degrees of marketability, some market agents started demanding specific
goods not for their own sake (consumption or production) but for the sake of using
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them as a medium of exchange. Doing so entails a number of advantages. If money
is used as a means of exchange, there does not have to be a “double coincidence of
wants” to make trade possible. In a barter economy, it would take Mr. A to demand
the good Mr. B has to offer, and Mr. B to demand the good that Mr. A wants to
surrender. By accepting not only directly useful consumption and production goods,
but also goods with a higher marketability than those surrendered, individuals can
benefit more fully from the economic advantages of the division of labor and free
trade.

Everyone recognizes the benefits of a universally accepted medium of exchange,
but how does money come into existence? The Austrian School of Economics has
offered a comprehensive explanation of the historical origin of money, actually
based on the influential work of Carl Menger (1840-1921):

— In a barter economy, self-interested individuals would be reluctant to surrender
real goods and services in exchange for intrinsically worthless pieces of paper or
even relatively useless metal.

— It’s true, however, that once everyone else accepts money in exchange, any indi-
vidual is also willing to do so. But how could human beings reach such a position
in the first place?

— According to Menger, money emerged spontaneously through the self-interested
actions of individuals. No single person sat back and conceived of a universal
medium of exchange, and no government action was necessary to effect the tran-
sition from a condition of barter to a money economy.

— Menger pointed out that even in a state of barter, goods would have different
degrees of marketability or saleability. The more saleable a good, the more easily
its owner could exchange it for other goods.

— Over time, Menger argued, the most saleable goods were desired by more and
more traders because of this advantage. And as more people accepted these goods
in exchange, the more saleable they became.

— Eventually, certain goods outstripped all others in this respect, and became uni-
versally accepted in exchange by the sellers of other goods. At this point, money
had emerged on the market.

Market agents preferred holding the most marketable commodity over those of
less marketability: “(...) there would be an inevitable tendency for the less mar-
ketable of the series of goods used as a media of exchange to be one by one rejected
until at least only a single commodity remained, which was universally employed
as a medium of exchange; in a word, money.”3

In that sense, money emerged from a commodity. It is against the background
of this reasoning that Mises put forward his regression theorem, which holds that
“no good can be employed for the function of a medium of exchange which at the

3Mises (1981), p. 45.
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very beginning of its use for this purpose did not have exchange value on account
of other employments.”* Experience shows that it was mostly gold (and, to a lesser
extent, silver) that became the universally accepted means of exchange.

Today, however, the universally accepted means of exchange is government-
controlled paper, or fiat, money. It is no longer backed by, or related to, a scarce
commodity freely chosen by the market. Such a money regime was brought on its
way by going off the gold standard: governments decided to end gold redemption
of the outstanding money stock. To put it differently: by suspending peoples’ prop-
erty right to exchange their money holdings into specie, the fiat money system was
established.’

Currency Competition Versus Money Supply Monopoly?

Today, the quality and quantity of national monies is determined by national
states: the government holds the money supply monopoly. While being widely
accepted by mainstream economists, government-controlled irredeemable
paper money standards have not remained unchallenged. Friedrich August
von Hayek (1899-1992) wrote in his Choice in Currency: a Way to Stop Infla-
tion (1976): “[P]ractically all governments of history have used their exclusive
power to issue money in order to defraud and plunder the people.”

It was against this insight that Hayek proposed the abolition of the gov-
ernment’s monopoly over the issue of fiat money. In his 1978 Hobart Special
Paper No. 70, Hayek outlined his concept of free competition in monetary
affairs: “The purpose of this scheme is to impose upon existing monetary and
financial agencies a very much needed discipline by making it impossible for
any of them, or for any length of time, to issue a kind of money substantially
less reliable and useful than the money of any other. As soon as the public
became familiar with the new possibilities, any deviations from the straight
path of providing a honest money would at once lead to the rapid displace-
ment of the offending currency by others. And the individual countries, being
deprived of the various dodges by which they are now able temporarily to
conceal the effects of their actions by ‘protecting’ their currency, would be
constrained to keep the value of their currencies tolerably stable.”

Hayek was of the opinion that his proposal would, if implemented, con-
tribute to the overall stability of the economy. In his monograph, he wrote:
“The past instability of the market economy is the consequence of the exclu-

4Mises (1996), p. 410.

SIn this context see What has Government Done to Our Money? first published in 1963 by the
historian, philosopher and economist Murray N. Rothbard (2005).
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sion of the most important regulator of the market mechanism, money, from
itself being regulated by the market process.”®

Hayek’s proposal kindled a lively and far-reaching debate on the role
of government in the monetary system, a debate that addresses the choice
between a free-market monetary regime and government management of
the monetary system via a central bank (Issing, 1999). Hayek’s proposal
was considered profound and radical that even some leading advocates of a
laissez-faire approach to most aspects of economic life (Milton Friedman, for
example) were put on the defensive.

Long before Hayek, Ludwig von Mises (1881-1973) had already called
for putting an end to the system of government monopolistically issued fiat
money, paving the way for a system of free banking, with the market decid-
ing about which kind of sound money they would like to hold. To Mises, this
would be money backed by 100-percent in gold. Mises advocated the sound
money principle because: “(...) it was devised as an instrument for the pro-
tection of civil liberties against despotic inroads on the part of governments.
Ideologically it belongs to the same class with political constitutions and bills
of rights.”’

In his essay The Return to Sound Money (1953), Mises, in an attempt to
show that the reestablishment and preservation of the gold standard would be
economically and technically possible, made the following recommendation
(in view of the US situation at that time): “The first step must be a radical
and unconditional abandonment of any further inflation. The total amount of
dollar bills, whatever the name or legal characteristic may be, must not be
increased by further issuance.”®

1.2 From the Gold to the Paper Money Standard

1.2.1 The Gold Standard

Originally, economists used to think in terms of commodity price rules for issuers
of currency to follow. For them the most natural way was to implement a system
of property-rights-respecting rules, which imposed on the issuers of currency the
obligation to maintain a particular exchange rate between their currencies and one
or more commodities.

SHayek (1976), p. 192.
"Mises (1981), p. 454.
81bid, p. 491.
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If a bank issues, say, US$1 bills, a commodity standard requires it to ensure that
the US$1 bills always exchange for a given amount of a commodity. Because the
issuer would maintain a fixed exchange rate between the US$1 bills and a particular
quantity (or quantities) of one or more real goods, the nominal price of that good
(or goods) would be fixed. Currency issued under these conditions is said to be fully
convertible.

Commodity standards were the historical norm. The perhaps best remembered
commodity standard is the international gold standard.’ Britain adopted a de facto
gold standard in 1717 after the master of the mint, Sir Isaac Newton (1643-1727),
re-valued the silver guinea and formally adopted the gold standard in 1819, when
the British Parliament abandoned long-standing restrictions on the export of gold
coins and bullion from Britain. The US, though formally on a bimetallic gold and
silver standard, switched to gold de facto in 1834 and de jure in 1900. In 1834, the
US fixed the price of gold at US$20.67 per ounce. It remained at that level until
1933.

The period from 1870s to 1914 is known as the classical gold standard. The gold
standard was a system of rules. It required the issuer of currency to maintain the
exchange rate of currency against gold. If the demand for currency rose, individuals
could go to the banks of issue and ask for gold to be converted into the currency
they desired to hold. If the demand for currency fell, they could go to banks of issue
and ask for currency to be converted into gold.

Perhaps most prominantly, the Bank of England played by the rules over much
of the period between 1870 and 1914. Whenever Great Britain faced a balance of
payments deficit and, as a result, the bank saw the country’s gold reserves declining,
it raised its interest rate. Rising rates were supposed to dampen economic expansion
and cause a fall in national goods prices. Higher interest rates and slower economic
expansion would stem short-term capital outflow and attract short-term funds from
abroad, thereby working towards balancing the balance of payment.

The classical gold standard was destroyed with the emergence World War I, when
governments resorted to inflationary finance. It was briefly reinstated from 1925 to
1931 in the form of a gold exchange standard. Under the latter, countries could hold
gold, US dollar or British pounds as reserves, except for the US and the UK, which
held reserves only in gold. This monetary regime broke down in 1931 following
Britain’s departure from gold in the face of massive gold and capital outflows.!” In
1933, US President Franklin D. Roosevelt (1882—1945) nationalized gold owned by
private citizens and abrogated contracts in which payment was specified in gold.

Between 1946 and 1971 the world financial system operated under the Bretton
Woods System. Most countries settled their international balances in US dollar, but

9For an excellent survey about the performance of the gold standard in different historical periods
see Eichengreen and Flandreau (1997).

100n the error of Britain to return to the gold standard at a pre-war overvalued US$4.86 per pound
sterling and its consequences in leading to the 1929 depression, see Robbins (1934). See also Bordo
and Eichengreen (1993) and Eichengreen (1992), pp. 3-28.
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the US government promised to redeem other central banks’ holdings of US dollar
for gold at a fixed rate of US$35 per ounce. However, persistent US balance of pay-
ments deficits steadily reduced US gold reserves. This, in turn, eroded confidence
in the ability of the US to redeem its currency in gold. Finally, on 15 August, 1971,
US President Richard Nixon (1913-1994) announced that the US would no longer
redeem currency for gold (closing the gold window).

In today’s government controlled fiat money system, gold has lost its monetary
function. However, gold has remained a kind of ultimate means of payment, pro-
tecting investors against financial crises and inflation. Like any other good, the gold
price depends on supply and demand. But unlike, say, corn and wheat, where most
of the supply comes from the current year’s crop, gold is storable and most of its sup-
ply comes from past production, built up over centuries. That said, the market price
of gold behaves less like the price of a commodity than like the price of a long-lived
asset. Expectations are therefore important for the market value of gold vis-a-vis
paper money: The gold price (in, for instance, US dollar) is forward-looking, and
today’s price depends heavily on the expected demand for and supply of gold in the
future. As a result, one would expect that the price of gold is positively related to
paper money inflation expected in the future (Haubrich, 1998).

Figure 1.3 shows the development of the gold price in US dollar per troy ounce
from 1820 to 2008 in nominal and real terms. After the US announced in August
1971 that it would no longer redeem foreign central banks’ US dollar in gold, the US
dollar gold price started rising. It rose to more than US$800 per ounce in the early
1980s, and declined thereafter. Following the bursting of the New Economy-hype, in
2001/02, the gold price in US dollar rose strongly, reaching more than US$1000 in
March 2008 as investors became increasingly concerned about the consequences of
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Fig. 1.3 History of the US dollar gold price per troy ounce
Source: Global Financial data; own calculations. The real gold price was calculated by deflating
the nominal price with the US BLS consumer price index, from September 2007 backwards.
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the international credit market turmoil which started in July/August 2007. However,

in inflation adjusted terms, the rise in the gold price was much less pronounced than
the one seen in the early 1980s.

1.2.2 Gold Standard and the Price Level

The economy’s price level in terms of money prices of goods (in, say, US dollar)
can be written as follows (Hallwood & MacDonald, 1994, p. 273):

$ $ one ounce gold

= X
goods  one ounce gold goods

Under the gold standard, the US dollar price of goods depended on the money
price of gold and the amount of gold relative to goods. The money price for gold
was set by law; it was the right of the gold holder to convert his money holdings
into a specific weight of gold at any one time. The gold-goods relation, in turn, was
a result of the free market.

A decline in the production of goods and/or a rise in gold supply for monetary
purposes would increase the gold-to-goods ratio. If there was, for example, a strong
increase in the supply of gold (gold discovery), there would be too much gold to
clear the gold market at prevailing prices, and so the relative price of gold would
have to fall.'' Any factor that alters the gold-to-goods ratio would also alter the
price level. Since the nominal price of gold would be fixed by the rules of the gold
standard, the relative price of gold could only fall and clear the gold market if other
prices adjusted upward. That said, the gold standard would not necessarily guaran-
tee an anchoring of the economy’s price level (Cooper, 1982) — but it actually did
this over relatively long periods of time.

1.2.3 Trade, Gold Movements, Prices and Income

Under the gold standard, gold was the internationally accepted means of exchange.
Exchange rates between international currencies were de facto fixed: each national
currency was fixed vis-a-vis gold, and so the exchange rates between national
currencies were also fixed. What is more, the gold standard led to an automatic
balancing of countries’ current account positions, an effect which had important
consequences for domestic prices, incomes and employment levels.

Consider, for example, the case in which the US runs up a trade surplus vis-a-vis
the UK. To settle the bill, gold is shipped from the latter to the former. The incoming

1I'The California gold rush in 1848 is a case in point. The newly produced gold increased the US
money supply, which then raised domestic expenditures, nominal income, and ultimately, the price
level.
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stock of gold increases US banks’ gold reserves. Money and credit become easier in
the US, and bank lending increases. Business activity expands, with prices drifting
upwards as the economy reaches full employment. The opposite is happening in
the UK. Here the stock of money contracts as banks have to reduce outstanding
currency. Business activity and employment decline, and goods prices fall.

Stronger economic activity in the US stimulates imports, thereby reducing the US
trade surplus (income effect). At the same time, upward pressure on prices makes the
US a more inviting place for sellers from the UK (price effect). In the US, domes-
tically produced goods become less competitive. So whereas the US trade surplus
declines, the trade balances of its trading partner countries improve, bringing the
trade balances of the countries involved back towards zero.

Under the gold standard, the combined result of the price and income effect act
to offset the conditions which originally caused the movement of gold between the
countries. If the gold standard is allowed to work, it keeps the economies involved
from getting too far from a position of a balanced trade balance. In fact, gold flows
could be expected not to continue for long in one direction. Of course, the timing
of the gold flows depends on the responsiveness (i) of the monetary system to gold
movements among countries and (ii) of the economies to changes in monetary con-
ditions.

Under the gold standard, periods of a prolonged decline in the countries’ price
levels were no exception. According to Bordo, Landon-Lane and Redish (2004),
price declines in the late 19th century reflected both positive aggregate supply
shocks and negative money supply shocks. However, the negative money supply
shocks had little effect on output. The authors’ findings contrast therefore greatly
with the experience of following prices during the Great Depression in 1929-1933.
In fact, following prices in the 19th century were primarily beneficial. They did not
exert negative effects on output and employment growth.

In sum, the gold standard automatism secured a very high degree of international
free trade and capital market integration. Disequilibria in international trade were
adjusted by way of changing domestic prices and employment levels in the coun-
tries involved. A country under the gold standard could not decouple itself from the
international competition and business cycle situation. It could not take recourse to
autonomous national fiscal and/or monetary policies.

Gold Standard Model with Two Countries

In a simple gold standard model, M (M*) is the home (foreign) country’s
money supply (Hallwood & MacDonald, 1994, p. 273). It is determined by
the respective prices of gold (g and g*) in terms of home and foreign country
currencies, the physical amount of monetary gold (G and G*) deposited with
the banking system and the ratios of monetary gold to the money supply, that
are r and r* (gold-reserve ratios). That said, the money supply in the domestic
and foreign country can be written as:



16 1 Money and Credit Supply

1 1
M=-gGand M* = —g*G*,
r r*

respectively. A rise in the gold stock, or the money price of gold or a decline
in the gold-reserve ratio increases the money supply.

If gold can be transported freely between countries without costs, gold
market arbitrage will ensure that:

where S is the domestic country’s exchange rate (defined as the domestic cur-
rency price of the foreign currency). If transactions costs are, say, 1 percent of
the price of gold, the exchange rate may vary in a band of & 1 on either side of
S. Under the gold standard, the money prices of gold (g and g*) and the gold-
reserve ratios (r and r*) are held constant. That said, only a rise in a country’s
gold stock (G and G*) increases the country’s money supply: For instance,
any inflow of gold (as a result of a trade surplus and/or new gold discoveries)
increases the domestic gold stock. If the latter is held with the domestic bank-
ing sector, domestic money supply increases. As domestic prices increase,
gold will flow out of the country, reducing domestic money supply and thus
prices. A change in the world’s gold stock would, sooner or later, affect prices
in all the countries adhering to the gold standard.

1.2.4 Pros and Cons of the Gold Standard

The international gold standard was a period of more or less stable price levels."
It provided a mechanism to ensure an automatic retiring of excess currency from
circulation. Under a fiat system, there is no procedure to return excess currency to a
central bank that issues more currency than people are willing to hold at prevailing
prices. Here, prices have to rise in order to restore the market equilibrium — and that
is part of the explanation why fiat money systems have been producing so much
inflation in the past.

The rules of the gold standard worked successfully for the core countries of the
classical gold standard: the UK, France and the US. By and large, this was also
true for the smaller countries of Western Europe and the British Dominions, but
not for the peripheral nations of Southern and Eastern Europe and Latin America.
Their experience was characterized by frequent suspensions of convertibility and
devaluations (Bordo & Schwartz, 1999).

120 the theory of commodity money, see, for instance, Friedman (1953).
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The gold standard provided the issuer of currency with rather simple rules to
follow (Bordo & Kydland, 1995). It was merely required that an issuer stands ready
to take back its currency on demand from the public against gold. There was no
need for currency-issuing banks to try to estimate the public’s demand for currency.
All they had to do was to honour their legal commitments and convert the money
issued into specie upon demand. The gold standard was thus very simple to operate.

The gold standard also had its (alleged) drawbacks. One obvious drawback
was that the price level under the gold standard was only as stable as the
relative price of gold. If the relative price of gold was unstable, then so too
was the price level, and the historical record of the gold standard suggests
that this concern about price level instability is not unfounded. The price level
under the historical gold standard was rarely stable from one year to the next,
but it remained stable over the long-run. However, price changes were seldom
as economically and politically damaging as those that have characterized the
world since the collapse of the Bretton Woods System (Bordo, 1993; Cooper,
1982).

Also, a gold standard involves certain resource costs — the costs of mining and
handling gold that is used in the operation of the standard.'® In the historical gold
standard, people used gold coins, which were a more costly medium of exchange to
produce and maintain than pieces of paper or bank deposits. Those resource costs
gave rise to considerable concern, and their existence led many economists to argue
that commodity standards were less efficient than fiat money systems because the
latter involved no comparable costs and could (so it was claimed) deliver otherwise
similar outcomes.

There are good reasons to believe these claims were exaggerated, however, but
there is certainly no denying that the resource cost argument was a major reason
why the majority of economists opposed the gold standard. Further drawbacks of
the gold standard typically refer to (i) uncertainties about the possibility of keeping
the growth of gold (and therefore money) supply in line with output expansion and
(ii) the considerable macro-economic influence of countries with a potentially large
gold production.'*

I3Milton Friedman estimated the cost of maintaining a full gold coin standard for the US in 1960
to be more than 2.5 percent of GNP. In 1990 this cost would have been US$137bn (Friedman,
1959). Initially, Friedman proposed to replace the gold standard by a “less costly” paper money
standard bound by a strict money growth rule (Friedman, 1986, 1987). In the 1980s, he changed
his mind, reconsidered the costs of inflation in the absence of a strict rule, and called for abolishing
the Federal Reserve System (though not replacing it with a gold standard).

14For an excellent survey of the main drawbacks of the gold standard see, for instance, Krugman
and Obstfeld (20006), p. 472.
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1.2.5 The End of the Gold Standard

Four main monetary regimes can be identified in the recent monetary history of the
western industrialised world: the classical gold standard (1821-1914); the interwar
gold exchange standard (1925-1931); the Bretton Woods System (1946-1971); and
the present system of irredeemable paper money systems (Bordo & Schwartz, 1997).

It was in the early 20th century that the gold standard became discredited by
economists who believed that it must be possible to improve on it, and by gov-
ernments and central banks that became increasingly impatient with the constraints
the gold standard imposed on their ability to issue currency and manipulate interest
rates as they pleased.

Clearly, the functioning of the gold standard rested on certain attitudes and beliefs
which came to an end with the emergence of new economic paradigms after the
end of World War II. National politics, increasingly inspired by policies of market
interventionism, were no longer willing to accept unemployment and business cycle
swings. The prevailing political and economic ideology of the day, the power of
pressure groups and vested interests made it difficult and undesirable for democrat-
ically elected governments to uphold the gold standard.

With the emergence of Keynesian economics — which promised to provide the
tools for smoothing the business cycle and lower unemployment — the gold standard
was increasingly considered as being rigid and an outdated regime, representing
a major hurdle to improvements in social welfare. In particular, hopes that mone-
tary policy could become an instrument to stimulate growth and employment have
played an important role for the demise of a commodity based monetary standard.
The fact that the gold standard places constraints on the use of monetary policy was
perceived as a drawback. Especially in the case of a worldwide recession, it was
considered to be desirable for all countries to expand their money supplies jointly
even if this led to inflation.

Robert Triffin (1960) drew attention to the confidence problem as the long-run
fundamental problem of the Bretton Woods System. The inflationary US monetary
policy as from the late 1960s caused an international inflation problem. Due to US
inflation, the US dollar exchange rate depreciated vis-a-vis other currencies. To keep
the exchange rate of the US dollar stable against their currencies (a requirement
of the Bretton Woods system), foreign central banks had to buy US dollar against
issuing domestic currency, which led to domestic inflation.

The US inflation policy caused a situation in which the US could no longer meet
its obligations to convert all US dollars issued into gold. Knowing that their US dol-
lar holdings would no longer be as good as gold, international central banks became
unwilling to accumulate more US dollars. Some of them started converting their
paper US dollars into gold, causing the US gold stock to dwindle (Fig. 1.4). To
stop the outflow of gold, US president Richard Nixon, on 15 August 1971, closed
the gold window: de facto, the US stopped converting Greenback into gold upon
demand. Finally, one has to note that the functioning of the Bretton Woods System
rested on the monetary discipline of the US. In that sense, the problems experi-
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Fig. 1.4 US gold stock, US$bn
Source: NBER, Thomson Financial. Up to 1970, US monetary gold stock, thereafter US gold
reserves.

enced under the Bretton Woods System do not qualify as a critique of the economic
attractiveness of the gold standard per se.

1.3 Money and Credit Creation

Modern day’s government controlled paper money standards, in which central banks
hold the money supply monopoly, rest on two types of money: base money (or
high powered money) is issued by the central bank, and commercial bank money
is issued by commercial banks. The stock of base money includes banks’ and non-
banks’ holdings of notes and coins (cash) and their respective demand deposits held
with the central bank. The stock of commercial bank money consists of non-banks’
deposits held with commercial banks.

1.3.1 Base Money Supply

A central bank creates base money whenever it buys an asset from or extends credit
to banks and non-banks. It destroys base money whenever it sells an asset to banks
and non-banks or demands repayments of credit extended. To give a simple exam-
ple, let us assume that the central bank buys securities (say, a treasury bill) in the
amount of US$100 from commercial banks. The central bank records the securities
on its asset side and, uno actu, issues a liability vis-a-vis the banking sector in the
form of a demand deposit (Fig. 1.5a). In the balance sheet of the banking sector,
securities are exchanged against a base money deposit (Fig. 1.5b).

Open market operations represent the most important instrument for central
banks to affect the liquidity situation in the banking sector. A central bank’s
purchase of securities increases the quantity of base money because the central bank
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Assets Balance sheet of the central bank Liabilities
Securities +100 | Bank’s demand deposits +100

100 100

Fig. 1.5a The central bank buys securities
Assets Balance sheet of the commercial bank sector Liabilities
Securities 100 | Liabilities 100

-100
Base money demand deposit +100
100 100

Fig. 1.5b Commercial banks sell securities

creates new money balances by crediting the account of the seller’s bank held at the
central bank. Conversely, sales of securities decrease the quantity of base money
because the central bank extinguishes balances when it debits the account of the
purchaser’s depository institution at the central bank. In contrast, when financial
institutions, business firms, or individuals conduct transactions among themselves,
they simply redistribute existing balances held with the central bank without chang-

ing the aggregate level of those balances.

Foreign Reserve Holdings — Accumulation Trends
and Implication for Central Bank Money Supply

In March 2006, a study published by the ECB (2006b) showed world foreign
exchange reserves standing at around US$4.0trn, up from US$1.2trn seen in
January 1995 (Fig. 1.6). Reserve accumulation in this period exhibited four
features that seemed largely unprecedented; three of these features became
particularly prominent in the period 2002—-2004:

— First, world reserves grew by around 85% (or 91% if the first eight months
of 2005 were included), a pace three times faster than in the period

1999-2001.

— Second, monetary authorities in Asia, including Japan until March 2004,
accounted for the bulk of the accumulation; eight of them ranked among

the ten largest reserve holders.

— Third, fewer official creditors held an increasingly larger share of the
total accumulation. The top five reserve accumulating central banks, wh-
ich accounted for almost 57% of the total reserve accumulation on average
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Fig. 1.6 International foreign reserves, US$trn
Source: IMF, International Financial Statistics and WEO, ECB. — Period February 1995 to
September 2005.

in the period 1995-2001, increased their share to more than 68% of the total
world accumulation in 2004. The top two, Japan and China, accounted for
about half of the total world accumulation in 2002—-2004, holding around
40% of the total world stock of reserves.

— Fourth, oil exporting countries, whose combined current account surpluses
were estimated to have exceeded that of the Asian economies in 2005,
emerged as a new major group of net capital exporters in the world
economy.

The unprecedented accumulation of official foreign assets can be seen as
the outcome of three main drivers (De Beaufort Wijnholds & Sgndergaard,
2007):

— First, in the aftermath of the financial crises that occurred in the 1990s and
early 2000s, many emerging market economies (EMEs) felt the need to
self-insure against future crises, building up Foreign reserves.

— Second, at the beginning of their recoveries and following strong depre-
ciation of their currencies, the crisis-hit Asian economies pursued export-
led growth supported by exchange rate regimes pegging their currencies
mostly to the US dollar. This is especially the case for several emerging
Asian countries, whose reserve levels have grown far beyond what can rea-
sonably considered economically reasonable. '3

5Various opinions on Asian exchange rate and reserves policies are examined in ECB
(2007), and the costs and benefits of currency undervaluation are also discussed.
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— Third, certain features of the domestic financial systems of EMEs, espe-
cially in Asia, are likely to have played a role. Such characteristics relate
mainly to: (i) underdeveloped local financial systems, entailing difficul-
ties in properly channelling domestic private savings to investment as well
as inefficient and/or costly hedging markets; (ii) the tendency towards
dollarisation of official and/or private cross-border assets on the part
of certain creditor EMEs; and (iii) an excess of domestic savings over
investment.

Now consider the case in which an Asian central bank tries to prevent the
country’s exchange rate from appreciating against the US dollar. Whenever
the domestic currency rises vis-a-vis the Greenback, the Asian central bank
would have to buy US dollar against issuing domestic currency (Fig. 1.7). The
Asian central bank would report the purchased US dollar amount (translated
into domestic currency) on the asset side of its balance sheet (1a), while the
currency issued would be recorded on the liability side (1b).

Any such intervention would increase the Asian country’s base money sup-
ply. If the central bank wants to neutralise the increase in base money supply,
it would have to sell securities (or any other asset) to the banking sector and/or
the private sector. As the buyer would have to pay with base money, the central
bank’s security holdings (2a) and liabilities (2b) would be reduced in the same
amount. The commercial banking/non-banking sector would end up with less
base money and more securities in its portfolio.

Assets Balance sheet of the central bank Liabilities
1a) Foreign bank deposits +100 | 1b) Banks’ deposits +100
2a) Securities —100 | 2b) —100

Fig. 1.7 Central bank buying and neutralising of foreign currency

1.3.2 Central Bank Balance Sheet

The interaction between the monetary authority and commercial banks are reflected
in the balance sheet of the central bank. In the following, a closer look shall be taken
at the structures of the balance sheets of the US Federal Reserve and the Eurosystem.
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1.3.3 The US Federal Reserve

1.3.3.1 Asset Side of the Balance Sheet

Figure 1.8 shows the consolidated balance sheet of the US Federal Reserve Banks
in US dollar as of the end of October 2007. The item Securities, repurchase
agreements, and loans on the asset side is by far the largest category of assets.
It basically represents the Fed’s holdings of securities, which consist primarily of
Treasury securities (in the past it has also included banker’s acceptances). The total
amount of securities is controlled by open market operations (the Fed’s purchase
and sale of these securities). Loans represent Fed lending to banks. The amount is
affected by the Fed’s setting the discount rate (the interest rate that the Fed charges
banks for these loans). These two Fed assets earn interest. Because the liabilities of
the Fed do not pay interest, the Fed makes a profit every year.

The items Gold certificate account and Special drawing rights (SDRSs) account
represent the Fed’s gold holdings and SDRs issued to governments by the Inter-
national Monetary Fund (IMF) to settle international debts. When the Treasury
acquires gold or SDRs, it issues certificates to the Fed that are claims on the gold
or SDRs; it is then credited with deposit balances at the Fed. The gold and SDR
accounts are made up of these certificates issued by the Treasury.

The item Coin is actually the smallest item in the balance sheet, consisting of
Treasury currency (mostly coins) held by the Fed.

Cash items in process of collection arise from the Fed’s check-clearing process.
When a check is given to the Fed for clearing, the Fed will present it to the bank

Assets Liabilities
1 Gold certificate account 11,037 | 20 Federal Reserve notes, net of F.R. Bank holdings 778,155
2 Special drawing rights certificate account 2,200 | 21 Reverse repurchase agreements 38,055
3 Coin 1,251 | 22 Deposits 25,915
4 Securities, repurchase agreements, and loans 828,178 | 23 Depository institutions 20,720
5 Securities held outright 779,586 | 24  US Treasury, general account 4,307
6 US Treasury 779,586 | 25  Foreign official 0,601
7 Bills 267,019 [ 26  Other 0,287
8 Notes, bonds, nominal 470,984 | 27 Deferred availability cash item 2,955
9 Notes, bonds, inflation indexed 36,911 | 28 Other liabilities and accrued dividends 5,724

10 Inflation compensation 4,672 | 29 Total capital 36,126
11 Federal agency 0,000 | 30 Capital paid in 17,947
12 Repurchase agreements 48,500 31  Surplus 15,455
13 Loans 0,092 | 32 Other capital accounts 2,724
14 Ttems in the process of collection 2,210
15 Bank premises 2,118
16 Other assets 39,936
17 Denominated in foreign currencies 22,417
18 All other 17,519
19 Total assets 886,929 | 33 Total liabilities 886,929

Fig. 1.8. Consolidated balance sheet of Federal Reserve Banks, US$mn, end of month
October 2007

Source: Federal Reserve Bulletin, Statistical Supplement, January 2008, Table 1.18 Federal
Reserve Banks, Condition and Federal Reserve Note Statements.
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on which it is written and will collect funds by deducting the amount of the check
from the bank’s deposits (reserves) with the Fed. Before these funds are collected,
the check is a cash item in process of collection, and it is recorded as a Fed asset.

Other Federal Reserve assets include deposits and bonds denominated in for-
eign currencies as well as physical goods such as computers, office equipment and
buildings owned by the Fed.

1.3.3.2 Liability Side of the Balance Sheet

Turning to the liability side of the Fed’s balance sheet, Federal Reserve notes, net
of F.R. Banks holdings are banknotes outstanding issued by the Fed and held by the
public. (Note that currency held by depository institutions is also a liability of the
Fed, but it is counted as part of the reserves liability).'¢

The item Reserves shows banks’ deposits at the Fed. Reserves consist of deposits
at the Fed plus currency that is physically held by banks (vault cash). Reserves are
assets for commercial banks but liabilities for the Fed: banks can demand payment
on them at any time and the Fed is required to satisfy its obligation by paying Federal
Reserve notes.

Total reserves can be divided into two categories: reserves that the Fed requires
banks to hold (required reserves) and any additional reserves the banks choose to
hold (excess reserves). For example, the Fed might require that for every dollar of
deposits at a depository institution a certain fraction (say, 10 cents) must be held as
reserves. This fraction (10%) is called the required reserve ratio.

Furthermore, there are US Treasury deposits, that are deposits held by the Trea-
sury with the Fed.

Foreign and other deposits include the deposits with the Fed owned by foreign
governments, foreign central banks, international agencies (such as the World Bank
and the United Nations), and US government agencies (such as the Federal Deposit
Insurance Corporation (FDIC) and Federal Home Loan banks).

Deferred-availability cash items arise from the Fed’s check-clearing process.
When a check is submitted for clearing, the Fed does not immediately credit the
bank that submitted the check. Instead, it promises to credit the bank within a cer-
tain time limit, which never exceeds two days. These promises are the deferred-
availability items and are a liability of the Fed.

The items Other Federal Reserve liabilities and capital accounts include all the
remaining Federal Reserve liabilities not included elsewhere on the balance sheet.
For example, stocks in the Federal Reserve System purchased by member banks are
included in this item.

16Banknotes issued by the Fed are IOUs of the Fed to the bearer. IOU is an abbreviation of the
phrase “I owe you”. An IOU in the business community is a legally binding agreement between
a borrower and a lender. Unlike most liabilities, however, Fed banknotes promise to pay back the
bearer solely with Fed banknotes. For instance, if someone hands over a $100 bill to the Federal
Reserve and demands payment, he will receive two $50s, five $20s, ten $10s, or one hundred $1
bills. That is the Fed pays off IOUs with other IOUs.



1.3 Money and Credit Creation

Fed Open Market and Credit Operations in the Course
of the Credit Market Turmoil 2007/2008

In the last decades, the US Fed has been providing banks’ tofal reserves
via open market operations, so that total reserves basically equalled non-
borrowed reserves (Fig. 1.9). This changed following the international credit
market turmoil starting in July/August 2007. In June 2007, total reserves stood
at US$41.8bn, total borrowing at US$0.2bn and non-borrowed reserves at
US$41.6bn. In June 2008, total reserves amounted to US$43.4bn, while total
borrowed had risen to US$171.3bn and non-borrowed reserves fallen to a neg-
ative US$127.9bn.

By definition, non-borrowed reserves equal fotal reserves minus borrowed
reserves. Borrowed reserves are equal to credit extended through the Fed’s
regular discount window programs and credit extended through the Term Auc-
tion Facility (TAF). To maintain total reserves consistent with the Federal
Open Market Committee (FOMC) target federal funds rate, an increase in
borrowed reserves must generally be met by a commensurate decrease in non-
borrowed reserves, which is accomplished through a reduction in the Fed’s
holdings of securities and other assets. The negative level of non-borrowed
reserves is the result of the fact that TAF borrowings are larger than total
reserves.

These changes were reflected in the Federal Reserve banks’ asset structure
(Fig. 1.10). Most important, securities held outright (that are US Treasury
and Federal agency securities) fell from around US$790bn in July 2007 to
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Non-borrowed reserves

150 A Total reserves = total borrowing + non-borrowed reserves
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Fig. 1.9 US banks’ base money reserves, US$bn
Source: Federal Reserve Bank of St. Louis.
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Fig. 1.10 Selected assets of Federal Reserve banks, US$bn
Source: Thomson Financial, Federal Reserve.

US$479bn in September 2008, basically compensated for by a rise in repur-
chase agreements, TAF and primary credit. In other words: the Fed returned
low risk government paper to commercial banks, and lent base money to banks
by accepting risky assets as collateral. By doing so, banks were (temporarily)
relieved from risky assets (which, as a rule, need to be backed by (costly)
equity capital).

1.3.3.3 Calculating the Monetary Base

Federal Reserve notes (currency) outstanding and reserves are referred to as the
Fed’s monetary liabilities. Adding to these liabilities the US Treasury’s monetary
liabilities (Treasury currency in circulation, primarily coins), one gets an aggregate
which is called the monetary base (or high powered money). The monetary base
is an important part of the money supply, because increases in it tend to lead to a
multiple increase in commercial banks’ money supply.

If Treasury currency and Federal Reserve currency are added together into cur-
rency in circulation, C, the monetary base equals the sum of C plus reserves, R. The
monetary base MB is expressed as follows:

MB = Federal Reserve notes + Treasury currency — coin + reserves
=C+R.

The items on the right-hand side of this equation indicate how the base is actually
used. They are called uses of the monetary base.
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This equation does not tell us the factors that determine the monetary base. This
issue can be solved by taking a look at the Fed’s balance sheet. Because the Federal
Reserve notes and reserves in the uses of the monetary base are Fed liabilities, the
assets-equals-liabilities-property of the balance sheet one can solve for these items
in terms of the Fed balance sheet items that are included in the sources of the base.
Specifically, Federal Reserve notes and reserves equal the sum of all the Fed assets
minus all the other Fed liabilities:

Federal Reserve notes + reserves = Securities + discount loans + gold and
SDRs + coin + cash items in process of collection + other Federal Reserve assets —
Treasury deposits — foreign and other deposits — deferred-availability cash items —
other Federal Reserve liabilities and capital.

The two balance sheet items related to check clearing can be collected into one
term called float, defined as Cash items in process of collection minus Deferred-
availability cash items. Substituting all the right-hand-side items in the equation for
Federal Reserve notes + reserves in the uses-of-the-base equation, we obtain the
following expression describing the sources of the monetary base:

MB = Securities + discount loans + gold and SDRs + float + other Fed-
eral Reserve assets + treasury currency — Treasury deposits — foreign and other
deposits — other Federal Reserve liabilities and capital.

Accounting logic provides an equation that identifies the nine factors influencing
the monetary base. An increase of the first six factors enhances the monetary base,
while increases in the last three items reduce the monetary base.

1.3.4 The Eurosystem

1.3.4.1 Asset Side of the Balance Sheet

Figure 1.11 shows a stylised balance sheet of the Eurosystem. There are three main
liquidity-providing items recorded on the assets side of the balance sheet: refinanc-
ing to credit institutions, marginal lending facility and net foreign assets. Refinanc-
ing to credit institutions refers to the amount outstanding of base-money-providing
open market operations. These operations include the main and long-term open
market operations; liquidity providing fine-tuning operations and structural opera-
tions would also be included under this item. The marginal lending facility refers to
overnight base money credit provided to those credit institutions that have recourse
to this facility. Net foreign assets refer to assets in foreign currency owned by the
central bank, net of any central bank liabilities denominated in foreign currency.

1.3.4.2 Liability Side of the Balance Sheet

On the liabilities side, there are five main items. These are credit institutions’ hold-
ings on current accounts, the deposit facility, banknotes in circulation, government
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Fig. 1.11 Stylised balance sheet of the Eurosystem
Source: ECB (2005), p. 85.

deposits and other net factors. The item credit institutions’ holdings on current
accounts refers to balances owned by credit institutions and held with the central
bank in order to meet settlement obligations from interbank transactions and to ful-
fil reserve requirements (also referred to as reserves). The deposit facility refers to
banks’ overnight balances held with the Eurosystem. Banknotes indicate the value
of the banknotes put into circulation by the central bank at the request of credit insti-
tutions. This is usually the largest item on the liabilities side. Government deposits
reflect the existence of current account balances held by national treasuries with
national central banks. Finally, other net factors are a balancing item encompassing
the remaining items on the balance sheet.

1.3.4.3 Illustration

A simple version of the Eurosystem’s balance sheet as of 29 February 2008 is shown
in Fig. 1.12. On the asset side, item (5.) Lending to euro area credit institutions in
euro reflects open market operations with the euro area banking sector. This item
represents the most important procedure for affecting the amount of base money in
banks’ portfolios.
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Assets Liabilities
1. Gold and gold receivables 201.3 | 1.Banknotes in circulation 654.0
2. Claims on non-euro area residents in 2. Liabilities to euro area credit 195.6
foreign currency 137.9 institutions in euro
3. Claims on euro area residents in 3. Other liabilities to euro area 0.2
foreign currency 24.7 credit institutions in euro
4. Claims on non-euro area residents in 4. Debt certificates issued 0.0
euro 14.6
5. Lending to euro area credit institu- 5. Liabilities to other euro area 80.7
tions in euro 451.5 residents in euro
6. Other claims on euro area credit 6. Liabilities to non-euro area 34.4
institutions in euro 30.8 residents in euro
7. Securities of euro area residents in 106.1 | 7. Liabilities to euro area resi- 0.7
euro dents in foreign currency
8. General government debt in euro 38.6 | 8. Liabilities to non-euro area 18.6
residents in foreign currency
9. Other assets 333.3 | 9. Counterpart of special drawing 5.3
rights allocated by the IMI*
10. Other liabilities 130.9
11. Revaluation accounts 147.7
12. Capital and reserves 70.6
Total 1338.8 1338.8

Fig. 1.12 Stylised balance sheet of the Eurosystem, in €bn, 29 February 2008
Source: ECB, Deutsche Bundesbank. Differences are due to rounding.

On the liability side, item (2.) Liabilities to euro area credit institutions in euro
shows banks’ deposits in base money held with central banks of the Eurosystem.
This item largely represents of banks’ minimum reserve requirement holdings (as
banks tend to keep excess reserves close to zero). The total amount of base money
outside the central bank would be commercial banks’ deposits with the central bank
plus the stock of cash (coins and notes) outstanding.

1.3.5 Credit and Money Creation

Commercial banks need base money for at least three reasons: (i) making inter-
bank payments; (ii) meeting any cash drain as non-banks want to keep a portion of
their deposits in cash (notes and coins); and (iii) holding a certain portion of their
liabilities in the form of base money with the central bank (minimum reserves).

For a start, let us assume that there is only one bank in the economy. In addition,
all payments are transacted cashlessly. Money is created whenever the bank buys
an asset (security, stock, foreign exchange holdings etc.) from non-banks and issues
its own liabilities in return (which are considered as money). For instance, in our
example the bank buys bonds from non-banks in the amount of US$100 (Fig. 1.13a).

The bank’s balance sheet volume increases in the amount of the asset purchased.
The balance sheet of the non-banking sector records a change in the structure of the
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Assets Balance sheet of the bank Liabilities
Securities +100 | Sight deposits +100
Others 600 [ Equity capital 600
700 700
Fig. 1.13a
Assets Balance sheet of the non-bank sector Liabilities
Securities —100
Sight deposits with the bank +100
Fig. 1.13b
Assets Balance sheet of the bank Liabilities
Loans to non-banks 1000 | Sight deposits 1000
Others 600 [ Equity capital 600
1600 1600
Fig. 1.14a
Assets Balance sheet of the non-bank sector Liabilities
Sight deposits bank +1000 | Liabilities +1000
Fig. 1.14b

asset side: securities holdings decline and in the same amount sight deposits held
with the bank increase (Fig. 1.13b).

Alternatively, the bank can create money if it extends loans to non-banks. Assume
the bank extends loans in the amount of US$1000 to firms. In such a case, the bank’s
balance sheet volume increases in the amount of credit extended (Fig. 1.14a). At the
same time, the non-banking sector’s assets and liabilities rise in the amount of sight
deposits, e.g. liabilities vis-a-vis the bank (Fig. 1.14b).

1.3.6 Multiple Credit and Money Creation

If there is just one bank in the economy, and all payments are being made with sight
deposits, the bank’s capacity for creating credit and money would be unlimited. This
is, of course, not what can be observed in reality, and so we change our assumptions
as follows. First, we assume that there are many banks. Second, we assume that
some payments are made with cash, so we take into account that banks need central
bank money. In such a world, the banking sector’s capacity for creating money and
credit is limited by:
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— non-banks’ cash holdings, that is banks are required to hold a certain fraction
of their liabilities vis-a-vis non-banks in cash (working balances in the form of
coins and notes); and

— commercial banks’ minimum reserve holdings, as banks are required to keep a
certain amount of balances with the central bank in the form of base money.

In a first step, we will consider the banking sectors’ capacity to create money and
credit if non-banks do not demand cash balances (in relation to their sight deposits
held with banks). Let us assume that non-banks deposit cash and coins in the amount
of US$100 with the banking sector and that the banking sector issues liabilities in
the form of sight deposits in the same amount (Fig. 1.15a).

Assuming a minimum reserve rate of 2%, the banking sector is required to keep
US$2 as minimum reserves. Excess reserves amount to US$98 (Fig. 1.15b). With
the latter, the banking sector as a whole can extend loans to the private sector until
the excess reserves are fully absorbed by minimum reserves. This is the case if
excess reserves, ER, equal the minimum reserve rate, r, multiplied by the stock of
additional loans, AL:

AL -r = FER, or

AL = - - ER.

In view of the example above, the balance sheet would now look as follows
(Fig. 1.15¢): With an excess reserve of US$98, the banking sector can create addi-
tional loans and, at the same time, increase the stock of payments (that is M1) in the
amount of US$4900.

In view of the transactions above, the banking sector’s money creating capacity
is given by the following relation:

Assets Balance sheet of the banking sector Liabilities

Cash and notes 100 [ Sight deposits 100

Others 600 | Equity capital 600
700 700

Fig. 1.15a

Excess reserves 98 | Sight deposits 100

Minimum reserves 2

Others 600 | Equity capital 600
700 700

Fig. 1.15b
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Assets Balance sheet of the banking sector Liabilities
Minimum reserves 100 | Sight deposits 5000
Loans (AL) 4900
Others 600 | Equity capital 600

5600 5600

Fig. 1.15¢

M -r = B or

M = l . Bcbk’
r
where 1/r = m is the money multiplier.

The maximum money creation potential of the banking sector, MP°', depends on
the amount of central bank money available to banks, that is banks’ central bank
money holdings, B**, plus non-banks’ central bank money holdings, B"?*, which
could be attracted by commercial banks:

MP" = m . B, with B = B"" + B,

The analysis shall now be extended by taking into account that non-banks prefer
to keep a certain fraction of their sight deposits in the form of cash and coins — so that
banks face a cash drain. Banks are required to keep minimum reserves and working
balances in central bank money. Let us assume that the working balances ratio is
¢ = 5%. That said, for each unit of non-banks’ sight deposit the banking sector is
required to hold ¢ + r = 7% in the form of base money. For maintaining its liquidity,
banks’ holdings of central bank money must satisfy the following restriction:

ER—c-L>0.

Note that L - (1 — c) represents the remaining potential for additional loan and
money creation. Or, to put the above liquidity condition differently, we can write:

ER— c-AL = AL -r,or
~—— ——
Cash holdings Sight deposits
—————
AMR

ER=AL-(r+c), or

1
AL = — - 93 ~ 1329.
0.07
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Taking into account banks’ holdings of working balances, the modified money
creation multiplier is:

1
_r+c'

Turning back to our example, let us assume that non-banks’ deposit notes and
coins in the amount of US$100 with the commercial banking sector in period t = 0
(Fig. 1.16a). In period r = 1, excess reserves are used for multiple money and credit
creation (Fig. 1.16b).

Using the modified money creation multiplier m, one can calculate the banking
sector’s maximum lending (as opposed to money creation) potential. In the multiple
money and credit creation process, the stock of sight deposits, M, must equal the
sum of minimum reserve holdings and working balances, B°*¥, plus the amount of
loans created (L):

M = B* + L. or withM = m - B*:

L =m- BCbk _ BCbk — BCbk(m _ 1)’

where m — 1 is the credit multiplier.

Assets Balance sheet of the banking sector Liabilities
Central bank money +100 | Sight deposits +100
Thereof:
(a) Minimum reserves +2
(b) Working balances +5
(¢c) Excess reserves +93
Others 600 | Equity capital 600
700 700

Fig. 1.16a Banks receive central bank money (¢ = 0)

Assets Balance sheet of the banking sector Liabilities
Central bank money 100 | Sight deposits 1429
Thereof:
(a) Minimum reserves +28.6
(b) Working balances +71.4
(c) Excess reserves +0
Loans (AL) 1329
Others 600 | Equity capital 600
2029 2029

Fig. 1.16b Multiple money and credit creation (t = 1)
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Under a given stock of central bank money, the banking sector’s money and credit
creation capacity varies with changes in c and r. If, for instance, non-banks’ prefer-
ences for holding cash decreases, or the central bank lowers the reserve rate r, banks’
potential for expanding money and credit supply increases (other things equal).

The traditional money and credit multiplier theory has been subject to various
criticisms. Most importantly, it has been claimed that market agents do not only hold
sight deposits but tend to shift from sight deposits into, for instance, time and savings
deposits. Modern approaches to the money multiplier try to take into account these
shifting processes.

1.3.7 The Tinbergen Approach to the Money Multiplier
To start with, the stock of M1 is defined as:
M1 =C"* 4 5i, (1.7)

where C"?* = cash in the hands of non-banks and Si = non-banks’ sight deposits.
The monetary base, B, is:

B = C°" + MR, (1.8)

where MR = minimum reserves.
The total amount of cash in the economy is:

C = CP* 4 bk, (1.9)

If there is just a single minimum reserve ratio, banks’ minimum reserve holdings
can be calculated as:

MR = r(Si + T + SAV), (1.10)
where T = time deposits and SAV = savings deposits.

According to the Tinbergen approach, non-banks will hold sight deposits, time
deposits and savings deposits in a certain proportion, namely:

C"* = ¢ . Si, withc = cash coefficient, (1.11a)
T =1t - Si, witht = time deposit ratio, and (1.11b)
SAV = sd - Si, withsd = savings deposit ratio. (1.11c)

Substituting Eqgs. (1.11b) and (1.11c) in (1.10) yields:

MR =r-Si(1+1 +sd). (1.12)
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Substituting Egs. (1.9) in (1.8) and taking into account the above leads to:

B=C—C" 4+ MR
=C—c-Si+r-Si(l+1+sd) (1.13a)
=CH+Si[r(14+1t+sd)—c].

Solving for Si yields:

1

Si= = B0 (1.13b)

Using Eq. (1.11a), we can write the stock of payments as:

14+c¢

M1 =c-Si+ Si=Si(l =
crotdot i1 +c) r(l+t+sd)—c

(B—-0) (1.14)
Against the background of Eq. (1.14), the money multiplier for a broadly defined
money aggregate (M3 = M1 + T + SAV) can be easily derived as:

l+c+t+sd
M3 = Si(l t-Si dSi=————— - (B-C 1.15
id+o+ Lt ! r(l+t+sd)—c ( ) ( )

Of course, the parameters of the money multipliers are functions of other vari-
ables. For instance, the holding of cash can be expected to depend on interest rates
(opportunity costs of money holdings); the same applies to ¢ and sd. This, in turn,
suggests that banks, via changing deposit interest rates, are in a position to affect
the money multipliers. Figures 1.17 (a) and (b) show the money multipliers for US
M1, M2, M3 and M2 Minus from 1960 to December 2007. The multipliers were not

(a) M1 (b) M2, M3 and M2 Minus
4.0 1897 — M2
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16 { =—M2 Minus
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Fig. 1.17 Money multipliers in the US

Source: Federal Reserve Bank of St. Louis, Bloomberg; own calculations. — Period: January 1960
to December 2007 (for M3: February 2006). — The multiplier is defined as the stock of money
divided by the Board of Governors Monetary Base (adjusted for changes in reserve requirements).
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constant over time, indicating that changes in base money had time-varying effects

1 Money and Credit Supply

on commercial bank money aggregates.

Bank Lending and Bank Equity Capital

The central bank’s supply of base money is not the only restriction influencing
commercial banks’ scope of creating credit and money. This is because banks
have to employ equity capital when taking risky positions on their balance
sheets: Government regulations require banks to keep a certain ratio between
risky assets (such as, for instance, loans and corporate bonds) and equity cap-
ital.

In the example below, it is assumed that the minimum reserve ratio on
demand and time deposits is 2%, respectively. Given that the stock of demand
plus time deposit amounts to US$3000, minimum reserves amount to U$60.!”
What is more, it is assumed that the required capital ratio is 8%.'® Economi-
cally speaking, the capital requirement works as a multiplier: with a given US-
dollar of equity capital, banks can create US$12.5 of credit (that is 1 divided
by 0.08).

Assets Consolidated balance sheet of the banking sector Liabilities
Base money 60| Demand deposits 1500
of which: Time deposits 1500
minimum reserves 60 [Long-term liabilities 3040
Loans 3500
Bond holdings 3000|Equity capital 520
Total assets 6560 | Total liabilities 6560
Assets Consolidated balance sheet of the central bank Liabilities
Securities 60|Commercial banks' base money 60
Other assets 10| Equity capital 10
Total assets 70 | Total liabilities 70

7With a base money supply of US$60 and a minimum reserve ratio of 2%, banks can,
in a first step, increase credit and money supply by US$3000, respectively (that is US$60
divided by 0.02). If, in a second step, banks make their clients shifting, say, sight deposits
of US$2000 into longer-term liabilities (which are not subject to minimum reserves), base
money in the amount of US$40 can be freed up; this allows an additional credit and money
creation of US$2000.

18The 1988 Basle Accord (Basle I) is the globally agreed standard by which supervisors
calculate and set capital charges for internationally active banks. The Accord sets out rules
which require firms to hold a minimum of 8% capital to mitigate against credit and market
risk. Building on Basle I, the new Basle Framework for the International Convergence of
Capital Measurement and Capital Standards (Basel II) came into force in Europe at the end
of 2006. The key objective of the new capital adequacy framework is to bring in line banks’
capital requirements more closely with the actually incurred risk than in the past and to
take account of recent innovations in the financial markets as well as in institutions’ risk
management.
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Now we assume that, after years of a credit and money fuelled boom, bor-
rowers start defaulting. As a result, the values of banks’ holdings of loans and
bonds need to be written down by, say, US$65, respectively. As a result, loans
are recorded at US$3435 and bonds at US$2935, with banks’ equity capital
declining to US$390.

Assets Consolidated balance sheet of the banking sector Liabilities

Base money 60| Demand deposits 1500
of which: Time deposits 1500
minimum reserves 60 |Long-term liabilities 3040

Loans 3435

Bond holdings 2935|Equity capital 390

Total assets 6430 | Total liabilities 6430

The write-offs make banks’ equity capital ratio drop to 6.1%, which is
lower than what banks are required to maintain. Banks would now basically
have two options to stay in business: getting rid of risky assets and/or issuing
new equity.'” Raising new equity capital might be costly in times of financial
market stress, while selling risky assets in times of crisis (fire sale) may sup-
press asset valuations, thereby increasing banks’ capital losses further. In fact,
it may trigger a downward spiral: falling asset prices, more capital losses, ris-
ing investor concern about the solidity of the banking sector, higher funding
costs — potentially ending in bank failures on a grand scale.

For the sake of simplicity let us assume that banks succeed in selling
bonds in the amount of US$1495 to non-banks (insurance companies, pen-
sion funds etc.). This would bring banks’ equity capital ratio back to 8%.
However, demand deposits decline to US$5, as non-banks exchange demand
deposits for bonds, so that banks’ liabilities in the form of demand deposits are
destroyed. Banks’ excess reserves increase to US$29.9. However, given their
diminished equity capital base, banks could not expand credit and money sup-
ply any further.

Assets Consolidated balance sheet of the banking sector Liabilities

Base money 60| Demand deposits 5
of which: Time deposits 1500
minimum reserves 30,1 |Long-term liabilities 3040
excess reserves 29,9

Loans 3435

Bond holdings 1440|Equity capital 390

Total assets 4935 | Total liabilities 4935

190f course, authorities could relax the capital requirement. However, such a measure would,
as a rule, be effective only if banks’ write-offs do not exceed their equity capital. What
is more, a lowering of the capital requirement might erode the public’s confidence in the
financial health of the banking sector.
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1.3.8 Open Market Operations

Open market operations have become the primary tools of monetary policies for
supplying base money to commercial banks. In what follows, we will take a brief
look at the open market regimes in the US and the euro area. Operating procedures
tend to be fairly similar to one another, though details may differ from currency area
to currency area.

1.3.8.1 Open Market Operations in the US

In the US, open market operations are arranged by the Domestic Trading Desk
(Desk) at the Federal Reserve Bank of New York under the authorization from the
FOMC, which was created by statute to direct open market operations (Edwards,
1997; Akhtar, 1997). Each morning, the Desk decides whether an open market
operation is necessary and, if so, whether it should be an outright or a temporary
operation.

If the Fed’s staff projections point to a large and persistent imbalance between the
demand for and supply of reserves (for longer-terms, such as a month or more), the
Desk may conduct an outright purchase or sale of securities. Such transactions raise
or lower the size of the Fed’s portfolio (and thus add or reduce reserve balances)
permanently. If staff projections suggest only a short-lived need to add or drain
reserve balances, the Desk usually conducts a temporary operation. Such operations
are actually far more common than outright operations.

By trading government securities, the New York Fed affects the federal funds
rate, which is the interest rate at which depository institutions lend balances to each
other overnight. As a monopoly supplier of base money, the FOMC sets the target

Federal Funds Rate
18 2 Federal Funds Rate, effective
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Fig. 1.18 Federal Funds Rate, actual and effective (%)
Source: Thomson Financial.
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rate of the federal funds rate for trading in the federal funds market. As a rule,
the federal funds rate tends to be closely aligned to the federal funds target rate
(Fig. 1.18).

The Fed’s Open Market Regime

The Feds open market operations involve the buying (increasing base money
supply) and selling (reducing base money supply) of government securities in
the secondary market (that is in the market in which previously issued secu-
rities are traded). Open market operations are the most prominent instrument
for supplying base money.

— Outright operations are used when reserve shortages or excesses are
expected to be persistent for a relatively long period. The Desk may take
recourse to outright purchases or sales (and redemptions) of government
securities, which permanently affect the amount of the base money supply.

— Temporary operations are transactions that will unwind after a specified
number of days. As a rule, temporary open market operations help to offset
short-lived imbalances between the demand for and supply of reserves. The
Fed’s Desk uses repurchase agreements to add reserves and matched-sale
purchase transactions to drain reserves on a temporary.

— Under repurchase agreements for expanding base money supply, the cen-
tral bank purchases securities from its counterparties and agrees to resell
the securities on a specified date in the future.

— Matched sale—purchase transactions (which are akin to reverse repurchase
agreements) are the method by which the Fed drains reserve balances tem-
porarily. The Fed agrees to sell a short-dated Treasury bill at a specified
price, and the buyer simultaneously enters into another agreement to sell
the bill back to the Fed on a specific date.

— Finally, it should be noted that the Desk can reduce the size of the Fed’s
security holdings by redeeming some of its maturing securities rather than
exchanging all of them for new securities. Such an approach makes it possi-
ble to reduce the portfolio gradually without formally entering the market.
When replacement securities are not available, the Desk must redeem its
maturing holdings.

Source: Edwards (1997), Open Market Operations in the 1990s, Federal
Reserve Bulletin, pp. 859-874.



40 1 Money and Credit Supply

1.3.8.2 Open Market Operations in the Euro Area

For the Eurosystem, open market operations play an important role in the monetary
policy of steering interest rates, managing the liquidity situation in the market and
signalling the stance of monetary policy (ECB, 2006b). With regard to their aims,
open market operations can be divided into the following four categories:

— Main refinancing operations, which are regular liquidity-providing reverse trans-
actions with a weekly frequency and a maturity of normally one week. These
operations provide the bulk of refinancing to the financial sector.

— Longer-term refinancing operations, which are liquidity-providing reverse trans-
actions with a monthly frequency and a maturity of normally three months. These
operations are aimed at providing counterparties with longer-term refinancing.

— Fine-tuning operations, which are executed on an ad hoc basis with the aim of
managing the liquidity situation in the market and steering interest rates, in partic-
ular in order to smooth the effects on interest rates caused by unexpected liquidity
fluctuations in the market.

— Structural operations, which are carried out through the issuance of debt cer-
tificates, reverse transactions and outright transactions. These operations are
executed whenever the ECB wishes to adjust the structural position vis-a-vis
the financial sector (on a regular or non-regular basis), i.e. to make the liquid-
ity deficit large enough to make the banking system consistently dependent on
liquidity-providing open market operations.?’

Five types of instruments are available to the Eurosystem for the conduct of
open market operations: reverse transactions (applicable on the basis of repurchase
agreements or collateralised loans), outright transactions, the issuance of debt cer-
tificates, foreign exchange swaps and the collection of fixed-term deposits. Open
market operations can be executed on the basis of standard tenders, quick tenders or
bilateral procedures.

The ECB’s standing facilities are aimed at providing and absorbing overnight
liquidity, signal the general stance of monetary policy and bound overnight market
interest rates. Two standing facilities are available to eligible counterparties on their
own initiative, subject to their fulfilment of certain operational access conditions:

— Counterparties can use the marginal lending facility to obtain overnight liquidity
from national central banks (NCBs) against eligible assets. Under normal circum-
stances there are no credit limits or other restrictions on counterparties’ access to
the facility apart from the requirement to present sufficient underlying assets. The
interest rate on the marginal lending facility normally provides a ceiling for the
overnight market interest rate.

20The main focus here is the structural liquidity deficit position of the euro area banking system
(i.e. its position vis-a-vis the Eurosystem net of monetary policy operations). See ECB (1999),
p.41.
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— Counterparties can use the deposit facility to make overnight deposits with NCBs.
Under normal circumstances, there are no deposit limits or other restrictions on
counterparties’ access to the facility. The interest rate on the deposit facility nor-
mally provides a floor for the overnight market interest rate.

1.3.8.3 Example: The ECB’s Variable and Fixed Tender Procedure

Open market operations can be directed at achieving a desired base money supply
or a desired interest rate for base money, but it may not be possible to achieve both
at once. The greater the emphasis on a quantity objective is, the more short-run
changes in the demand for balances will influence the interest rate; and the greater
the emphasis on an interest rate objective is, the more shifts in demand will influ-
ence base money supply. Technically speaking, there are two major open market
procedures (Fig. 1.19):

— First, under a variable rate tender the counterparties bid both the amount of
money they want to transact with the central bank and the interest rate at which
they want to enter into the transaction. The amount of base money is then set
by the central bank. The settlement of base money across bidding banks is con-
ducted via either the Dutch (or single rate) auction or the American (multiple
rate) auction.

— Second, under a fixed rate tender (or volume tender) procedure the interest rate is
specified in advance by the central bank and participating counterparties bid the
amount of money they want to borrow at the fixed interest rate.

(a) Variable rate tender (b) Fixed rate tender

Interest Interest
rate D D rate D D

B, Central bank B, B, Central bank
money money

Fig. 1.19 Variable and fixed rate tender
Note: i = interest rate, B = base money, D = demand for base money, S = supply of base money.
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To give an example, consider the case in which the central bank decides to pro-
vide liquidity to the market by means of a reverse transaction organised with a fixed
rate tender procedure. Three counterparties submit the following bids:

Counterparty Bid (€mn)
Bank 1 30
Bank 2 40
Bank 3 70
Total 140

The central bank decides to allot a total of €105 million. The percentage of
allotment is: 105/(30 + 40 + 70) - 100 = 75%. The specific allotments to the coun-
terparties are:

Counterparty Bid (€mn) Allotment (€mn)

Bank 1 30 22.5
Bank 2 40 30.0
Bank 3 70 52.5
Total 140 105.0

The Eurosystem’s Open Market Regime

The ECB actively influences the demand for base money, as it requires credit
institutions to hold minimum reserves. The amount of required reserves to be
held by each institution is determined by its reserve base. The reserve base is
defined in relation to the elements of the credit institution’s balance sheet. In
order to determine the reserve requirement, the reserve base is multiplied by
a reserve ratio (which was set at 2% at the start of EMU).

The first key function of the minimum reserve system is fo stabilise money
market interest rates. This function is performed by the averaging provision.
The averaging provision allows credit institutions to smooth out daily liquidity
fluctuations (e.g. those arising from fluctuations in the demand for banknotes),
since transitory reserve imbalances can be offset by opposite reserve imbal-
ances generated within the same maintenance period. A second important
function assigned to the minimum reserve system is the enlargement of the
structural liquidity shortage of the banking system. The need for credit insti-
tutions to hold reserves with the NCBs contributes to increasing the demand
for central bank refinancing which, in turn, makes it easier for the ECB to
steer money market rates through regular liquidity providing operations.
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Turning to the supply of base money, the main refinancing operations are
the most important open market operations and represent the key monetary
policy instrument of the Eurosystem. Through the main refinancing operations
the central bank lends funds to its counterparties. Lending is always against
collateral, in order to protect the Eurosystem against financial risks. Lending
through open market operations normally takes place in the form of reverse
transactions (see Table 1.1). In reverse transactions of this kind the central
bank buys assets under a repurchase agreement or grants a loan against assets
given as collateral. Reverse transactions are therefore temporary open market
operations which provide funds for a limited and pre-specified period only.

Table 1.1 Eurosystem reverse transactions

Reverse transactions are the main open market instrument of the Eurosystem and can
be used for all kinds of liquidity-providing open market operations. The Eurosystem has
three other instruments available to it for the conduct of fine-tuning operations: outright
transactions, foreign exchange swaps and the collection of fixed-term deposits. Finally,
for structural operations the ECB may issue debt certificates.

1. Reverse transactions. Reverse transactions refer to operations where the Eurosys-
tem buys or sells eligible assets under repurchase agreements or conducts credit opera-
tions against eligible assets provided as collateral. Reverse transactions are used for the
main refinancing operations and the longer-term refinancing operations. In addition, the
Eurosystem can use reverse transactions for structural and fine-tuning operations. Where
a reverse transaction takes the form of a repurchase agreement, the difference between
the purchase price and the repurchase price corresponds to the interest due on the amount
of money borrowed or lent over the maturity of the operation, i.e. the repurchase price
includes the interest to be paid. The interest rate on a reverse transaction in the form of
a collateralised loan is determined by applying the specified interest rate on the credit
amount over the maturity of the operation.

2. Outright transactions. Outright open market transactions refer to operations where
the Eurosystem buys or sells eligible assets outright on the market. Outright open market
operations are only available for structural and fine-tuning purposes.

3. Foreign exchange swaps. Foreign exchange swaps executed for monetary policy pur-
poses consist of simultaneous spot and forward transactions in euro against a foreign
currency. They can be used for fine-tuning purposes, mainly in order to manage the lig-
uidity situation in the market and to steer interest rates.

4. Collection of fixed-term deposits. The Eurosystem may invite counterparties to place
remunerated fixed-term deposits with the NCB in the Member State in which the coun-
terparty is established. The collection of fixed-term deposits is envisaged only for fine-
tuning purposes in order to absorb liquidity in the market.

5. Issuance of ECB debt certificates. The ECB may issue debt certificates with the aim
of adjusting the structural position of the Eurosystem vis-a-vis the financial sector so as
to create or increase a liquidity shortage in the market.

Source: ECB (2006b), The Implementation of Monetary Policy in the Euro Area, General
Document of Eurosystem Monetary Policy Instruments and Procedures, September.
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For the purpose of controlling short-term interest rates in the money market
and, in particular, restricting their volatility, the Eurosystem also offers two
standing facilities to its counterparties, the marginal lending facility and the
deposit facility. Both facilities have an overnight maturity and are available to
counterparties on their own initiative. The interest rate on the marginal lending
facility is normally substantially higher than the corresponding market rate,
and the interest rate on the deposit facility is normally substantially lower than
the market rate. As a result, credit institutions use the standing facilities when
there are no other alternatives. Since — except for the collateral requirements
of the marginal lending facility — there are no [limits on the access to these
facilities, their interest rates normally provide a ceiling and a floor for the
overnight rate in the money market.

By setting the rates on the standing facilities, the ECB Governing Council
determines the corridor within which the overnight money market rate can
fluctuate. The chart below shows the development of the key ECB interest
rates from January 1999 to August 2007 (weekly data). It shows how the
interest rates on the standing facilities have provided a ceiling and a floor
for the overnight market interest rate (EONIA). It represents the weighted
average of all uncollateralised overnight loans made by a panel of the banks
most active in the money market.

Figure 1.20 shows that EONIA had generally remained close to the
rate of the main refinancing operations, illustrating the importance of
these operations as the main monetary policy instrument. Also, EONIA
exhibited a pattern of occasional spikes, which were related to the min-
imum reserve system. Finally, the chart illustrates that the differences

7= Main refinancing
EONIA
Euribor 3-mths
61 = Euribor 12-mths

= = = 10-year Bund

Deposit facility

99 00 01 02 03 04 05 06 07 08
Fig. 1.20 Key ECB interest and money market rates (%)
Source: Thomson Financial.
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between the standing facility rates and the rate on the main refinancing oper-
ations were kept unchanged between April 1999 and December 2005 (+1
percentage point).

1.3.9 A Closer Look at the Demand for Base Money

The commercial banking sector’s demand for base money is usually driven by three
factors: (i) minimum reserve requirements, (ii) cash drain and (iii) working bal-
ances. In a more sophisticated approach, Heller and Lengwiler (2003) develop a
model in which a bank’s demand for central bank money depends on the joint dis-
tribution of the transaction volume, reserve requirements, and the interest rate. By
adding uncertainty over the cash flows to a Baumol-Tobin framework, Miller and
Orr (1966) show that the demand for money depends not only on the interest rate and
transaction costs, but also on the variance of the cash flows; Poole (1968) explicitly
incorporates both reserve requirements and stochastic payment flows into a demand
function for reserves.

1.3.9.1 Re (i): Minimum Reserves

For influencing the (structural) demand for base money, most central banks require
credit institutions to hold compulsory balances in the form of central bank money,
or minimum reserves. The amount of required reserves to be held by each institu-
tion is typically defined in relation to an institute’s liabilities vis-a-vis non-banks as
reported in its balance sheet. This so-called reserve base is then multiplied by the
(respective) reserve ratio.

As a rule, reserve requirements can only be satisfied by holding base money
deposits with the central bank. However, minimum reserve requirements differ from
country to country. In the US, for instance, depository institutions subject to mini-
mum reserves must hold reserves in the form of vault cash or deposits with Federal
Reserve Banks (Blenck, Hasko, Hilton, & Masaki, 2001, p. 25).2! Banks within
the Federal Reserve System may also establish a required clearing balance, which
affects the demand for balances in a way that is virtually identical to reserve require-
ments.

21The Fed allows banks to satisfy its reserve requirements with currency held on the bank’s
premises (vault cash). Each depository institution’s level of applied vault cash in a maintenance
period is calculated as the average value of the vault cash it held during an earlier computation
period, up to the level of its reserve requirements. Thus, the level of applied vault cash is lagged
and known prior to the start of each maintenance period. Applied vault cash is included in official
measures of reserves.
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Most central banks allow banks to make use of averaging provisions. This means
that compliance with reserve requirements is determined on the basis of the aver-
age of the daily balances on the counterparties’ reserve accounts over a reserve
maintenance period (say, one month). The ability of banks to average their balance
holdings within a maintenance period so as to meet requirements helps moderate
the impact that daily variations in the actual supply of balances outside the control
of the central bank would have on inter-bank rates.

To ensure that the minimum reserve system neither puts a burden on the banking
system nor hinders the efficient allocation of resources, some central banks remu-
nerate banks’ minimum reserves. For instance, in the euro area, remuneration corre-
sponds to the average, over the maintenance period, of the marginal rate of allotment
(weighted according to the number of calendar days) of the main refinancing opera-
tions. The marginal tender rates are normally close to the short-term money market
interest rates.

As arule, banks would keep base money holdings at a minimum. Figure 1.21 (a)
shows euro area monetary financial institutions’ excess reserve holdings — defined
as current account holdings of base money above minimum reserve requirements —
from February 1999 to January 2008 (monthly averages). Figure 1.21 (b) shows

(a) Excess reserves, €bn (b) Excess reserves in %
1.9 9 1.8 - of minimum reserves!
1.7 4 1.6
1.5 4 1.4
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Fig. 1.21 Base money holdings in the euro area (monthly averages)
Source: ECB, own calculations. ! Current account minus minimum reserves.
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Fig. 1.22 Base money holdings in the euro area (daily basis)
Source: ECB, own calculations. !Current account minus minimum reserves.
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excess reserves in percent of minimum reserves, amounting to no more than 0.5
percent, on average, for the period 2001-2008.

Figure 1.22 (a) and (b) show daily base money holding of euro area monetary
financial institutions for the period January 2007 to January 2008. Up to the start of
the international credit market turmoil (which unfolded around July/August 2007)
current account holdings were closely aligned to minimum reserve requirements.
In the period of financial market turmoil, however, current account holdings started
fluctuating widely — driven by marked changes in the demand for and supply of base
money.

1.3.9.2 Re (ii): Cash Drain

People tend to hold a portion of their sight deposits in cash. That said, part of banks’
sight deposits is withdrawn in cash. Cash holding preferences may change over time,
though, and they tend to differ from country to country. Table 1.2 provides some
insight into various countries’ cash holding coefficients, both in percent of GDP and
in percent of the narrowly defined stock of money. For instance, cash holdings were
substantially higher in Japan than say, in France and the UK in the periods under
review.

In the US, the stock of M1 in relation to nominal GDP has been declining since
the late 1950s — except for the period from the early 1980s to the early 1990s
(Fig. 1.23). Financial innovations might have induced people to hold fewer means
of payments relative to their incomes. What is more, currency in circulation in per-
cent of GDP fell until the early 1980s, then rose until 2003 and declined thereafter.

Table 1.2 Banknotes and coins in circulation

‘97 ‘98 ‘99 ‘00 01 ‘97 ‘08 ‘99 00 ‘01

I. In % of GDP IL. In % of narrow money
Belgium 5.0 4.8 5.1 4.8 28 265 238 204 193 118
Canada 34 35 3.8 33 35 142 145 156 137 130
France 33 32 33 3.1 20 131 129 127 119 7.4
Germany 6.7 6.4 6.6 6.2 33 271 241 235 219 113
Hong Kong 6.1 6.4 8.1 7.2 79 428 455 485 450 442
Italy 5.4 55 59 6.0 47 161 161 144 143 113
Japan 10.1 105 11.7 121 13.1 258 253 248 250 237

Netherlands 53 4.8 4.6 4.2 2.1 157 141 128 114 5.7
Singapore 7.6 7.4 8.0 7.1 77 389 372 364 339 329

Sweden 4.1 4.1 43 43 45 ... .. .. .. ..

Switzerland 7.8 7.9 8.2 7.9 87 156 155 153 158 16.7
UK 3.0 3.0 3.1 32 33 5.0 5.0 5.0 5.0 5.0
us 5.1 53 5.6 5.4 5.8 390 414 454 481 486
CPSS 59 6.4 6.8 6.5 62 233 231 236 237 219

Source: Bank for International Settlements (2003), Table 1. — Converted at end-of-year exchange
rates. — CPSS represents average excluding those countries where data are not available.



48 1 Money and Credit Supply

309 —— MI (LHS) r6.5
= Currency (RHS)

Fig. 1.23 US means of payment in percent of nominal GDP
Source: US Federal Reserve Bank of St. Louis, own calculations. Period: 1959-Q1 to 2007-Q4

This finding might reflect the decline in CPI inflation since the early 1980s (thereby
lowering the opportunity costs of cash holdings) and changes in the demand for US
currency held by abroad (Porter & Judson, 1996).

1.3.9.3 Re (iii): Working Balances

Commercial banks demand base money (working balances) for making inter-bank
payments (Bank for International Settlements, 2003). Whereas non-banks usually
settle accounts receivables and liabilities by transferring commercial bank money
balances (sight deposits), inter-bank payments are made by transferring deposits
held with the central bank among commercial banks (Fig. 1.24).

Assets Balance sheet of the central bank Liabilities
Assets 100 | Sight deposits (bank 1) 100
-100

Sight deposit (bank 2) +7100

100 100

Assets Balance sheet of the bank 1 Liabilities
Deposit with central bank 100 | Sight deposits (non-bank A) 100
-100 -100

0 0

Assets Balance sheet of the bank 2 Liabilities
Deposit with central bank +700 | Sight deposits (non-bank B) +100
100 100

Fig. 1.24 Assume non-bank A transfers US$100 from his account held with bank 1 to non-bank B,
who keeps his account with bank 2. If paying US$100 to bank 2, bank 1 simply transfers its base
money holdings with the central bank to the account bank 2 holds with the central bank
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1.3.10 Supply of and Demand for Base Money

The central bank is the monopoly supplier of base money. At the same time, the cen-
tral bank can, via imposing minimum reserve requirements, exert a (pre-dominant)
influence on the demand for central bank money. That said, the central bank is in
a (comfortable) position to manage the conditions in the market for central bank
money (usually referred to as money market), that is determining the quantity of
base money or the interest rate on base money balances.

Figure 1.25 shows a simple model of the inter-bank money market (for, say,
1-month money), where the interest rate is determined by the demand for and supply
of base money. The demand is determined by minimum reserves, the cash drain and
working balances. Supply is determined by the central bank’s regular operations and
by autonomous factors (such as, for instance, deposits being shifted from central
bank to commercial bank accounts and vice versa).

In their money market operations central banks aim to ensure an orderly function-
ing of the money market, helping credit institutions to meet their liquidity needs in a
smooth manner. This is typically achieved by providing regular refinancing to banks
and facilities that allow them to deal with end-of-day balances and to cushion transi-
tory liquidity fluctuations. What is more, central banks tend to signal their monetary
policy stance to the money market via changing the conditions under which the
central bank is willing to enter into transactions with commercial banks.

Virtually all major central banks have chosen a short-term interest rate as their
operational target of monetary policy. In many cases the operational target is rep-
resented by an overnight interest rate charged to banks that borrow overnight from

A Demand determined by:

Interest (i) minimum reserves

(ii) “cash drain”

rate (iii) “working balances”

—Supply determined by:
(i) central bank’s liquidity providing
operations
(ii) “autonomous factors”, which are
beyond the control of the central bank
(changes in bank’s holdings of banknotes
in circulation, government deposit
transfers from the central bank to the
commercial banking sector and vice
versa).

»

M, Central bank
money

Fig. 1.25 Supply and demand for central bank money
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the central bank. Via exerting a dominant influence over the overnight interest rate,
the central bank is usually able to influence interest rates for credit transactions with
a longer maturity, say 1- and 3-months or more. Table 1.3 gives an overview about
the definition official central bank rates.

Why do most central banks focus on shortterm (overnight) interest rates rather
than long-term interest rates when implementing monetary policy? The answer
to that question is that targeting longer-term rates would lead to an anomaly for
the time series properties of short-term rates and thus the yield curve (Bindseil,
2004, p. 78).

Consider the case in which a central bank targets the 90-day (approximately the
3-months) money market interest rate. Let us assume that the central bank is pre-
dictable in terms of forthcoming rate changes, thereby keeping the market rate at its
target level with a relatively high degree of precision. Moreover, assume the central
bank is, on day 7, expected to lower its 90-day interest rate from the current level
of 5 to 4%. What would be the consequence, at least in theory, for the overnight
rate around day T if the expectation hypothesis of the term structure of interest rate
holds?

The 90-day horizons on day 7 — 1 and on day t obviously overlap by 89 days.
The expectation hypothesis, in a simplified linear form, would hold that:

89
ig0, = Zil,t+j/90,

j=0
where iqg, is the 90-day interest rate and i, , is the overnight rate, both on day ¢.
The difference in the 90-day rate between T — 1 and T would have to be translated
in terms of overnight rates, in fact exclusively into the overnight rates on day v — 1
(which is not included in the calculation for t) and on 7 + 89 (which is not included
in the calculus for T — 1), such that:

i1,0—1 — i1,7489 = (90,71 — i90,7)90.

When i ;439 = 4%, this would imply i; ,—; = 94%, which would really rep-
resent an anomaly: it would be an irritating outcome since it would suggest that
there would be a strong increase in the overnight rate, although the level of rates is
lowered.

Now consider the case in which the central bank targets an overnight rate of 5%
until 7 — 1, and then, on day 7, lowers the rate to 4%. The 90-day rate would simply
move on T — 89 from 5% to approximately 4.99%, and would become lower by
approximately 1 basis point on each of the following days. As a result, the adaptation
of long-term rates takes place in the smoothest possible way if the overnight rate is
targeted and changed in a predictable way.
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1.3.11 Impact of Short- on Long-Term Rates

According to the expectations theory of the term structure, the longer-term interest
rate is a weighted average of the short-term interest rates expected to prevail over the
life of the bond.?? The investor should be indifferent between making n consecutive
investments in one-period bonds and investing in an n-period bond. For example,
let time be months. The expectations theory would then suggest that the two-month
interest rate should be equal to the average of today’s one-month interest rate and
the expected one-month rate next month.

The central bank controls the short-term interest rate in the market for base
money. How do long-term market yields react to short-term rate changes? To shed
some light on the question, a simple bi-variate model shall be applied for the US
Rudebusch Swanson & Wu, 2006. It will be tested as to whether changes in short-
term interest rates, as determined by the central bank, Granger-caused changes in
the 10-year interest rate. These tests will be run for the two periods: June 1975 to
December 2005 and August 1987 to December 2005.2* The Federal Funds Rate and
the 10-year Treasury yield are shown in Fig. 1.26 and the statistics of the data under
review are summarized in Table 1.4.

The Federal Funds Rate and the long-term interest rate are highly persistent
in the periods under review as indicated by the autocorrelation coefficients. It is

Federal Funds Rate
18 | —— 10-year US Treasury yield

0 ; ; ; ; ; ; ; ; ; ; ; ; ; ; ; ;
75 77 79 81 83 85 87 89 91 93 95 97 99 01 03 05 07
Fig. 1.26 Federal funds rate and 10-year Treasury yield (%)

Source: Thomson Financial, Federal Reserve Bank of St. Louis.

22The expectation theory of the term structure is the oldest and most common theory of the term
structure and is generally traced back to Fisher (1911). For understanding the term structure of
interest rates see, for instance, Poole (2005).

23For an analysis of the period 1974 to 1979, see Cook and Hahn (1989) and Rudebusch (1995).
For a more recent period, namely 1990 to 2001, see Kuttner (2001).



54 1 Money and Credit Supply

Table 1.4 Summary statistics

Mean Std. dev. Auto-corr. Correl.

1. June 1975 to December 2005 (No. of obs.: 371)

Federal Funds Rate 6.46  3.52 985 .882
10-year Treasury yield 7.81  2.64 .990

II. August 1987 to December 2005 (No. of obs.: 371)

Federal Funds Rate 479 225 .993 812
10-year Treasury yield 6.31 1.58 980

Source: Thomson Financial; own calculations. — Monthly data.

also interesting to note that the Federal Funds Rate has a higher standard deviation
(volatility) than the long-term interest rate. The standard test fails to reject the unit
root hypothesis in the levels of the series. Granger-causality tests are therefore con-
ducted on the basis of changes in interest rates, that is in their first-order differences.

Tables 1.5a, b below show the results of the Granger-causality tests for the two
periods under review. For each sample period, lags of up to 8 months were included
in the bi-variate VAR model. A f; denotes the monthly change in the Federal Funds
Rate, while Ai, is the monthly change in the 10-year Treasury yield. The numbers in
parentheses are the respective p-values. Large y 2-statistics, or small p-values, reject
the null hypothesis of no Granger causality.

For the period June 1975 to December 2005, the null hypothesis that changes in
long-bond yields do not cause changes in the policy rate can be rejected for time
lags of 1-, 2- and 3-months. In other words, the bond market appeared to be able to
predict changes in the monetary policy target rate or, to put it differently, expecta-
tions about forthcoming monetary policy changes were reflected in the bond yields
at an early stage. The null hypothesis that changes in the Federal Funds Rate do not
Granger-cause changes in the 10-year yield has to be rejected at the 5%-level for

Table 1.5a y2-statistics from Granger-causality tests, 1975-2005

Lag length  Hj : A f; does not cause Ai, H, : Ai, does not cause A f;
1 0.8055 (.3701) 58.49 (.0000)
2 2.7903 (.0627) 32.97 (.0000)
3 2.5471 (.0558) 21.58 (.0000)
4 4.5929 (.0013) 15.34 (.0000)
5 3.0349 (.0107) 12.94 (.0000)
6 3.6108 (.0017) 10.92 (.0000)
7 4.6485 (.0000) 10.54 (.0000)
8 3.8043 (.0003) 8.863 (.0000)

No. of observations: 366. — Legend: A f; represents the monthly change in the
Federal Funds Rate, Ai, the monthly change in the 10-year Treasury yield. —
Optimal lag length is 3 months according to AIC and SC. — Large y>-statistics,
or small p-values, reject the null hypothesis of no Granger causality.
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Table 1.5b x2-statistics from Granger-causality tests, 1987-2005

Lag length Hj : A f; does not cause Ai, H, : Ai, does not cause A f;

1 1110 (.2932) 7.6354 (.0062)
2 1331 (.8754) 5.0498 (.0072)
3 4294 (.7322) 57216 (.0001)
4 3424 (.8491) 4.1104 (.0032)
5 2975 (.9139) 3.3759 (.0059)
6 3022 (.9353) 27284 (.0143)
7 2951 (.9553) 2.5895 (.0140)
8 3165 (.9592) 2.2880 (.0229)

No. of observations: 220. — Legend: A f; represents the monthly change in the
Federal Funds Rate, Ai, the monthly change in the 10-year Treasury yield.
Optimal lag length is 7 months according to AI/C and 2 months according to
SC. — Large 2-statistics, or small p-values, reject the null hypothesis of no
Granger causality.

all time lags under review. For the period August 1987 to December 2005, the null
hypothesis Hy : A f; does not cause Ai, cannot be rejected for all time lags, while
the null hypothesis Hy : Ai, does not cause A f; has to be rejected for all time lags
under review.

The results suggest that Fed rate changes may have had different effects on the
long-term interest rate over time. Presumably, long-term bond yields incorporate
expectations about the forthcoming short-term interest rates, so it may not come as
a surprise to find, statistically speaking, long-term bond yields Granger-cause short-
term interest rates (Hamilton, 1994).

1.3.12 Exogenous Versus Endogenous Money Supply

1.3.12.1 The Statistical Issue

A variable is said to be endogenous in a model if it is at least partly a function of
other parameters and variables in the model. In contrast, a variable is said to be
exogenous if it is not determined by other parameters and variables in the model,
but is set externally, and any changes to it come from external forces. In economics,
the issue about exogenity and endogenity of a variable is typically decided either by
theoretical or statistical procedures.

The Auto Regressive Distributed Lag (ARDL) procedure developed by Pesaran
and Shin (1999) has become the standard approach for analysing the issue of exo-
geneity. Assume the following ARDL(p, q) model, where the underlying variables
are identified as /(1), and a long-run stable (cointegrating) relation exists between
v, and x;:
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g—1

P
V=gt Y ¢ivii+Bx+ B Ax i+, (1.16)
i=1 i=0

where 7, is the disturbance term.

Pesaran and Shin (1999) have shown that even when the x’s are endogenous,
valid asymptotic inferences on the short- and long-run parameters can be drawn
once an appropriate choice of the order of the ARDL model is made. According
to Pesaran (1997), the Akaike Information Criterion (AIC) and Schwarz Bayesian
Criterion (SC) perform well in small samples, although the SC is slightly superior
to the AIC (Pesaran & Shin, 1999). By utilising the residuals from equation above,
consider the following error correction model:

m

Ayr=ar+ ) Byilbyii+ ) Bulxi i+ 1+, (1.17)

i=1 i=0

where .1 is the lagged error correction term obtained from the residuals in
Eq. (1.16) and ¢, is the short-run random disturbance term. From Eq. (1.17), the
null hypothesis that x does not Granger cause y would be rejected if the lagged coef-
ficients of the B,;’s are jointly significant based on a standard F-test (or Wald-test).
Accordingly, the null hypothesis that y does not cause x would be rejected if the
lagged coefficients of the 8,;’s are jointly significant.

Equation (1.17) provides an interesting alternative to the Granger causality test.
The standard Granger causality procedure is based on past changes in one variable
explaining current changes in another. If, however, variables share a common trend,
then current adjustments in y towards its long-run equilibrium value are partly the
result of current changes in x. Such causality can be detected by investigating the
error correction representation of Eq. (1.17) and checking whether the error correc-
tion term p,_ is statistically significant —, but this is not possible under the standard
Granger causality test. If variables are cointegrated, then causality must exist in at
least one direction, which is not always detectable if the results are only based on
the standard Granger procedure (Granger, 1988).%4

It should be noted that standard Granger causality tests are only indicative of
whether one variable precedes another (Maddala, 1988; Urbain, 1992). In many
empirical studies, causality through the error correction term is used as a test for
weak exogeneity, since it shows how the short-run coefficients of the variables adjust
towards their long-run equilibrium values (Engle & Granger, 1987; Harris, 1995).

Thus, in addition to first showing that a variable is weakly exogenous through
the error correction term, the definitions developed by Engle, Hendry and Richard
(1983) can be used to determine whether a variable is strongly exogenous (Charemza
& Deadman, 1997). If a variable is weakly exogenous through the error correction
term, and the lagged values are also jointly significant, then the variable is said to

24For recent econometric applications see Belke and Polleit (2006a, b; c).
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be strongly exogenous. Since weak exogeneity is a necessary condition for efficient
estimation, more weight will be attached to causality through the error correction
term as opposed to causality through the standard Granger procedure which only
detects short-run causality.

1.3.12.2 The Theoretical Issue

Mainstream macroeconomic models — based on the Keynesian IS-LM-AS set up
for describing the economy in the short-run and using the classical/neoclassical
model for the long-run — assume that the money stock is exogenously determined
by the central bank. In contrast, (Post-)Keynesian and a more heterodox school
of economists argue that money supply, including base money, would be endoge-
nous (Kaldor & Trevithick, 1981; Kaldor, 1982; Lavoie, 1984; Moore, 1988, 1989;
Palley, 1991; Arestis & Sawyer, 2002). These authors maintain that money is actu-
ally the consequence of economic activity, and not the cause of it.?

Indeed, at first glance this view appears to fit quite well with today’s central
banking practice in, for instance, the money market. Most central banks set a fixed
interest rate and accommodate the demand for high-powered moneys; it follows that
the money supply is a result and not a cause of changes in money income, and that
money supply varies in relation to prices and output (Kaldor & Trevithick, 1981).

In principle, the accommodation view of an endogenous money supply is sup-
ported by the structuralist view. In contrast to the former, the latter argues that
banks’ loan supply schedule would be positively related to the interest rate (Pollin,
1991; Palley, 1994).% It is argued that, under a money supply monopoly, central
banks are well in a position to constrain base money supply, so that full accom-
modation would be an unrealistic assumption, and that ultimately an increase in
bank credit and money creation would be accompanied by higher interest rates
(Palley, 1994).

At a normative level, (Post-)Keynesians challenge any monetarist claims that
economic fluctuations are the product of misguided monetary policies. They also
challenge the efficacy of monetarist policy — that is targeting of monetary aggre-
gates. Instead, this school recommends interest rate targeting policies and regula-
tory controls — such as asset based reserve requirements — that would automatically
restrict the ability of the financial sector to expand lending.?’

25Heterodox economists believe that the profit motive, as well as profit-seeking financial innova-
tions, plays a role in the creation of money by the banking system. In a survey paper on endogenous
money - structuralists versus horizontalists, Wray (2007) concludes that the central bank’s influ-
ence on the quantity of money is indirect and unpredictable, and therefore should be of little interest
to economists.

26pavidson (1988) associates an exogenous money supply with a perfectly inelastic money sup-
ply function and an endogenous money supply with a less than perfectly inelastic money supply
function. See in this context also Davidson (1989) and Goodhart (1989).

27TWhat about the central bank’s official interest rate, then? For most mainstream economists, the
central bank reaction function — when modelled as a Taylor rule (Taylor, 1993) — is based on a
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So is the stock of money supply endogenous or exogenous in nature? It is fair to
answer this question against the backdrop of the prevailing monetary regime. Under
today’s government money supply monopoly the money stock should be consid-
ered exogenous: It is the central bank that has the power to determine the stock of
money in the hands of the public (abstracting from any control problems). Under
a free market money regime, in contrast, the money stock would qualify as being
endogenously determined.

1.4 Money Aggregates

In principle, an economy’s stock of money would include all assets which can fulfil
the function of money. In practise, however, various (simple-sum) aggregations of
the means of payments and selected liabilities of the banking sector (at times even
other financial assets such as, for instance, money market funds, repos etc.) have
been defined as monetary aggregates. Definitions of monetary aggregates tend to
vary from country to country, though. In what follows, we will take a closer look at
the definitions and developments of monetary aggregates in a number of countries.

1.4.1 International Definitions of Money Aggregates

1.4.1.1 United States

The Fed publishes weekly and monthly data on three money supply measures — M1,
M2, and (until February 2006) M3 — as well as data on the total amount of debt
of the nonfinancial sectors of the US economy (Table 1.6). The monetary aggre-
gates reflect the different degrees of liquidity that different types of bank liabil-
ities have. The narrowest measure, M1, is restricted to the most liquid forms of
money. M2 includes M1, plus savings accounts, time deposits of under US$100,000,
and balances in retail money market mutual funds. M3 included M2, large-
denomination (US$100,000 or more) time deposits, balances in institutional money
funds, repurchase liabilities issued by depository institutions, and Eurodollars held
by US residents at foreign branches of US banks and at all banks in the UK and
Canada.

William Poole (1991) first coined the term MZM when he proposed a measure of
money encompassing all of the monetary instruments with zero maturity (Carlson
& Keen, 1996). The assets included in MZM are essentially redeemable at par on
demand, comprising both instruments that are directly transferable to third parties

target rate of inflation and a target rate of output growth. But once these targets are fixed, realized
inflation and growth are the dominant endogenous variables in the central bank reaction function.
One could say that the only autonomy left to the central bank is to decide about the timing of the
change in the interest rate.
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60 1 Money and Credit Supply

and those that are not. This concept excludes all securities, which are subject to
risk of capital loss, and time deposits, which carry penalties for early withdrawal,
Motley (1988) had earlier proposed such a similar measure (non-term M3). In sum,
MZM includes all types of financial instruments that are, or can be easily converted
into, transaction balances without penalty or risk of capital loss.

A Little History of Monetary Aggregates in the US

The Fed began reporting monthly data on the level of currency in circula-
tion, demand deposits, and time deposits in the 1940s, and it introduced M1,
M2, and M3 in 1971. The Full Employment and Balanced Growth Act of
1978, known as the Humphrey-Hawkins Act, required the Fed to set one-
year target ranges for money supply growth twice a year and to report the
targets to Congress. During the heyday of the monetary aggregates, in the
early 1980s, analysts paid a great deal of attention to the Fed’s weekly money
supply reports, and especially to the reports on M1. If, for example, the Fed
published a higher-than-envisaged M1 number, the markets surmised that the
Fed would soon raise interest rates to bring money supply growth back to
target.

Following the introduction of NOW accounts in 1981, the relationship
between M1 growth and measures of economic activity, such as nominal
GDP, broke down. Depositors moved funds from savings accounts — which
are included in M2 but not in M1 — into NOW accounts, which are part of
MI. As a result, M1 growth exceeded the Fed’s target range in 1982, even
though the economy experienced its worst recession in decades. In late 1982
the Fed de-emphasized M1 as a guide for monetary policy, and it stopped
announcing growth ranges for M1 in 1987.

By the early 1990s, the relationship between M2 growth and the perfor-
mance of the economy also had weakened. Interest rates were at the lowest
levels in more than three decades, prompting savers to move funds out of the
savings and time deposits that are part of M2 into stock and bond mutual
funds, which are not included in any of the money supply measures. Thus,
in July 1993, when the economy had been growing for more than two years,
Fed Chairman Alan Greenspan remarked in his Congressional testimony that:
“if the historical relationships between M2 and nominal income had remained
intact, the behavior of M2 in recent years would have been consistent with
an economy in severe contraction. (...) The historical relationships between
money and income, and between money and the price level have largely bro-
ken down, depriving the aggregates of much of their usefulness as guides to
policy. At least for the time being, M2 has been downgraded as a reliable
indicator of financial conditions in the economy, and no single variable has
yet been identified to take its place.”
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(a) M1, M2 and M3 (% yly) (b) MZM and M2-ST (% y/y)
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Fig. 1.27 Monetary aggregates in the US
Source: Bloomberg; own calculations. — M2-ST is the stock of M2 minus short-term
deposits. — M3 up to February 2006. — Period: January 1971 to July 2008.

In 2000, when the Humphrey-Hawkins legislation requiring the Fed to set
target ranges for money supply growth expired, the Fed announced that it was
no longer setting such targets, because money supply growth does not provide
a useful benchmark for the conduct of monetary policy. However, the Fed
said, too, that “(. . .) the FOMC believes that the behavior of money and credit
will continue to have value for gauging economic and financial conditions.”
Figure 1.27 shows the annual growth rates of US money stocks since the early
1970s.

Sources: US Federal Reserve, Monetary Policy Report forwarded to the
Congress on July 20, 2000.

1.4.1.2 Euro Area

In the euro area, the ECB publishes a narrow aggregate, M1, an intermediate aggre-
gate, M2, and a broad aggregate, M3. Table 1.7 shows the definitions of euro area
M1, M2 and M3. All monetary aggregates include only positions of residents in the
euro area which are held with a monetary financial institution (MFI) located in the
euro area. As euro area residents’ holdings of liquid assets denominated in foreign
currency can be close substitutes for euro-denominated assets, the Eurosystem has
decided to include such assets in the money definitions if they are held with MFIs
located in the euro area.

Figure 1.28 shows the annual growth rates of the monetary aggregates in the euro
area since the early 1980s. Right from the start, the monetary aggregate M3 was
made to play an important part in the ECB monetary policy making. The Governing
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Table 1.7 Euro area monetary aggregates

=

Liabilities* M1 M2 3

Currency in circulation X
Overnight deposits X
Deposits with an agreed maturity up to 2 years

Deposits redeemable at a period of notice up to 3 months
Repurchase agreements

Money market fund (MMF) shares/units

Debt securities up to 2 years

XX KX
X KK K KX

*Liabilities of the money-issuing sector and central government liabilities with a monetary char-
acter held by the money-holding sector. More specifically, the Eurosystem defines its money
aggregates as follows:

—Narrow money (M1) includes currency, i.e. banknotes and coins, as well as balances which can
immediately be converted into currency or used for cashless payments, i.e. overnight deposits.
—"“Intermediate” money (M2) comprises narrow money (M1) and, in addition, deposits with
a maturity of up to two years and deposits redeemable at a period of notice of up to three
months. Depending on their degree of moneyness, such deposits can be converted into com-
ponents of narrow money, but in some cases there may be restrictions involved, such as the need
for advance notification, delays, penalties or fees. The definition of M2 reflects the particular
interest in analysing and monitoring a monetary aggregate that, in addition to currency, consists
of deposits which are liquid.

—Broad money (M3) comprises M2 and marketable instruments issued by the MFI sector.
Certain money market instruments, in particular money market fund (MMF) shares/units and
repurchase agreements are included in this aggregate. A high degree of liquidity and price cer-
tainty make these instruments close substitutes for deposits. As a result of their inclusion, M3 is
less affected by substitution between various liquid asset categories than narrower definitions of
money, and is therefore more stable.

Source: ECB (1999, p. 35).
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Fig. 1.28 Monetary aggregate growth in the euro area (% y/y)
Source: ECB data; own calculations. — Period: January 1981 to July 2008.
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Council of the ECB decided to announce a reference value for the annual growth
rate of M3, originally set at 4%,% p.a., for keeping inflation, in the medium- to long-
term, at around 2% p.a. (ECB, 1999). However, the ECB’s monetary policy led to an
M3 growth much higher than that: in the period January 1999 to July 2008, average
annual M3 growth amounted to 7.3%.%8

Money and the Consolidated Banking Balance Sheet

The consolidated balance sheet of the MFI sector shows the assets and liabili-
ties of those financial intermediaries that are considered to be money creating
in the euro area. This statistic forms the basis for calculating monetary aggre-
gates. Consolidation, in the context of monetary statistics, means netting out
inter-MFI positions (transactions):

— deposits and loans from MFIs (liabilities) less claims against MFIs (assets);
and

— liabilities arising from issued debt and equity securities less the amount of
such instruments on the side of MFI owned assets.

The counterparts of the M3 monetary aggregate consist of those asset and
liability items on the consolidated balance sheet of the MFI sector which are
not included in the M3 monetary aggregate. The calculation of M3 and coun-
terparts from the MFI consolidated balance sheet is shown in Fig. 1.29.

The items in the consolidated balance sheet of the euro area MFI are
defined as follows:

— Credit to residents is defined as loans granted to non-MFI residents plus
securities held by the MFI sector but issued by non-MFI residents.

— Net external assets are defined as external assets held by MFIs less external
liabilities of MFIs. External assets include foreign-currency cash holdings

Assets Liabilities
- Credit to euro area residents M3

- External assets - Long-term financial liabilities

- Other assets - External liabilities

- Other liabilities (including deposits held by
central government)

Fig. 1.29 Consolidated balance sheet of the euro area MFI

28The prominent role of M3 in the ECB strategy de facto ended with the bank’s strategy revi-
sion from May 2003 (ECB 2003, p. 79). The stock of M3 was downgraded from an informa-
tion/intermediate (target) variable of monetary policy to a mere cross-checking variable.
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of MFIs, holdings of securities issued by non-residents and held by MFIs,
credit to non-residents (including banks), gold, and special drawing rights
(SDRs). External liabilities include deposits and received loans from non-
residents, and the counterpart of SDRs.

— Longer-term financial liabilities are deposits and received loans with an
agreed maturity of over two years, deposits redeemable at a period of notice
of over three months, securities with a maturity of over two years issued by
the MFI sector, plus capital, reserves and provisions.

— Other counterparts comprise remaining assets (including fixed assets)
minus remaining liabilities (including deposits that the central government
holds with the MFI sector and the consolidated surplus).

Using the balance sheet identity, M3 is defined as:

M3 = credit to euro area residents + net external assets — longer-term finan-
cial liabilities + other counterparts.

Figure 1.30a shows the counterparts of euro area M3 from September 1998
to March 2007 in €bn. The most important counterpart of M3 is credit to the
private sector and the general government. Longer-term financial liabilities
represent the most important item in terms of reducing the stock of M3. Figure
2.30b shows that the strongest contribution to the rise in M3 came from the
growth in M1. In the period under review, the M1 contributed, on average, 3.8
percentage points to the annual M3 growth rate of 6.8%; M2-M1 contributed
2.1 percentage points while M3-M2 contributed 0.9 percentage points.

(a) Counterparts of M3 ( bn, annual flows, sa and wda adjusted) (b) Contribution rates to annual M3 growth (in percentage points)
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Fig. 1.30 Euro area M3, counterparts and contribution to growth

Source: ECB; own calculations. M3 can be calculated as: credit to the private sector + credit
to general government + net external assets — longer-term financial liabilities (excluding
capital and reserves) + other counterparts (including capital and reserves). Longer-term
financial liabilities (excluding capital and reserves) are shown with an inverted sign, since
they are liabilities of the MFI sector.
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1.4.1.3 Japan

The Bank of Japan (BoJ) has been publishing the Money Stock Statistics (MSS)
since 1955. The statistics characterise money as cash currency in circulation and
deposit money, held by money holders such as non-financial corporations, individ-
uals, and local governments (Bank of Japan, 2004). In Japan, four monetary aggre-
gates — M1, M2+CDs, M3+CDs and broadly-defined liquidity — are compiled and
published on a regular basis (Table 1.8). Figure 1.31 shows the annual growth rate
of selected Japanese monetary aggregates since the early 1970s.

Table 1.8 Definition of monetary aggregates in Japan

Ml = Cash currency in circulation + deposit money
M2+CDs = MI + quasi-money + CDs
M3+CDs M2+CDs + deposits of post offices + other savings and deposits with
financial institutions + money trusts
Broadly-defined = MB3+CDs + pecuniary trusts other than money trusts + investment
liquidity trusts + bank debentures + commercial paper issued by financial
institutions + repurchase agreements and securities lending with
cash collateral + government bonds + foreign bonds
Whereas:
Cash = Banknotes in circulation + coins in circulation
Currency in
circulation
Deposit money = Demand deposits (current deposits, ordinary deposits, saving deposits,

deposits at notice, special deposits and deposits for tax payments) —
checks and notes held by the surveyed financial institutions

Quasi-money = Time deposits + deferred savings + instalment savings + nonresident
yen deposits + foreign currency deposits

Source: Bank of Japan (2004), p. 1.

(a) Base money and M1 (% yly) (b) M2+CDs and quasi money (% y/y)
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Fig. 1.31 Monetary aggregates in Japan
Source: Thomson Financial, IMF; own calculations. — Period: January 1971 to January 2008.
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Table 1.9 Definition of Swiss monetary aggregates

Stock M1 Currency in circulation  Notes and coins in circulation
+ current accounts at the SNB
+ sight deposit accounts of trade and industry at the
SNB
— notes and coins at banks and post offices
Sight deposits Sight deposits at banks
+ postal account balances
— postal account balances of the banks and the
Federal government
Tradnsaction accounts ~ Deposits in the form of savings accounts and
investments for payment purposes

Money Money stock M1
stock M2 Savings deposits Liabilities vis-a-vis clients in savings account and
investment form
(excl. vested pension — transaction accounts
benefits and pension  — vested pension benefit and pension fund accounts
fund accounts)
Money Money stock M2

stock M3 Time deposits

Source: Swiss National Bank (2008).

1.4.1.4 Switzerland

Since 1975, the National Bank has distinguished between three monetary aggre-
gates, namely M1, M2 and M3. In 1985, the statistics of monetary aggregates were
compiled on a more comprehensive banking statistical basis. Since then Swiss statis-
tics of monetary aggregates have also included the Principality of Liechtenstein,
thus covering the entire Swiss currency area. The most liquid monetary aggregate
M1 — money supply in a narrow sense — comprises currency in circulation and sight
deposits at banks and at the post office (Table 1.9).

The aggregate M2 consists of M1 plus savings deposits, while the money stock
M3 corresponds to the sum of M2 plus time deposits. M3 also contains transaction
account balances since these were generally a part of the savings deposits. The pen-
sion fund monies invested in schemes with restricted terms and tax benefits, also
referred to as tied pension fund monies (2nd and 3rd pillar of the old age pension
scheme) were likewise included in the definition of M3. Figure 1.32 depicts the
annual growth rates of the Swiss stock of money since the middle of the 1980s.

Digression: Divisia Monetary Aggregates

Money is typically defined according to the functions it performs (Osborne, 1992) —
means of exchange, standard of account, store of value and standard of deferred
payment —, with the medium-of-transaction function distinguishing money from any
other asset. However, as shown earlier, it has become commonplace for monetary
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Fig. 1.32 Monetary aggregates in Switzerland (% y/y)
Source: SNB, Bloomberg; own calculations. — Period: December 1985 to January 2008.

aggregates to include financial assets that do not serve as money.”” For example,
broadly defined monetary aggregates include savings and time deposits, or holdings
in mutual funds, despite the fact that they cannot be used to make transactions.

Such an approach has been criticised. For instance, simple-sum aggregation
assumes that the different monetary components included in the aggregates are per-
fect substitutes from the viewpoint of the money holder, and the components that are
excluded are assumed to have no substitutive relationship with money. What is more,
the monetary components in simple-sum aggregates have the same weight. That
said, the theoretical foundation of the simple-sum aggregation approach appears to
be weak.

An alternative is the concept of the Divisia index*’, a measure of the money
supply that gives greatest weight to those components most used in transactions.
Divisia money uses a form of aggregation that weights the components of money
according to their usefulness in transactions. For example, notes and coin are very
useful for making transactions, and pay no interest, while time deposits pay interest,
but are less useful for making transactions. Thus Divisia money might be expected
to have stronger links to aggregate spending than a simple-sum money aggregate.
One way to see how the Divisia index compares with simple-sum approach is to

291n accordance with aggregation theory, a monetary aggregate is defined over a weakly separable
block in the utility function. This definition is rarely implemented because tests for blockwise weak
separability are biased towards rejection; a single rejection in the data renders the formation of a
separable group impossible. For a discussion of separability tests and applications to US monetary
data, see Swofford and Whitney (1986, 1987, 1988, 1994).

30The term Divisia index is used refers to the Térnqvist-Theil discrete time approximation to the
continuous time index suggested by Divisia (1925).
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assume that individuals maximize a utility function composed of a number of real
monetary assets and commodities that are directly consumed.’!

Weak Separability of Utility Functions
An individual’s utility function (u) is given as follows (Reimers, 2002):
u = u(cy, c2, 1, my, my), (1.18)

where ¢; and ¢, are consumer goods, / represents leisure time, and m; and m, are
financial assets which are actually money or money substitutes. Weak separability
implies that some arguments of the utility function can be put together. This is pos-
sible if the marginal rate of substitution between any two goods of the same group is
independent of the quantity of goods in another group. On the assumption of weak
separability for the two financial assets, the utility function may be written as:

u = u(cy, c, I, M(my, my)) with (1.19)

3(om, /9

M = Ofori =1,2. (1.20)
ci

The former says that the marginal rate of substitution between the financial assets
m) and m; is not influenced by changing quantities of c;. Weak separability is the
necessary condition for generating the structure of a utility-tree (Reischle, 2000,
pp. 184-217).

The total utility function is a function of a sub-utility function:

u = fucC), ul), um(M)). (1.21)

With utility levels u, and u; given, utility maximisation will be reduced to the
maximization of u,, under this constraint:

2
> pimi = yu (1.22)
i=1

where p; is the price and m; is the quantity of the financial asset i, y,, is the expen-
diture on M. The demand for the particular components of M depends only on the
relative prices (p,,) of the particular financial assets and on the amount of expendi-
ture spent on financial assets:

3 ! Aggregation of real monetary assets is equivalent to aggregating nominal assets and deflating
the monetary services index afterwards (see Anderson, Jones, & Nesmith, 1997b). For calculating
a Divisia index for the euro area see Wesche (1997).
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m; = 0;(pm, ym)fori =1, 2. (1.23)

The total income y = y. + y; + y,, and the prices p. and p; affect the demand
for group m assets only via y,, (general substitution effect). When y,, is given, p.
and p; can be disregarded. All prices p. exert a proportionate influence on m;.

Constructing a Divisia Monetary Aggregate

The considerations outlined above allow constructing Divisia monetary aggregates
as proposed by Barnett (1978, 1980). Let us assume that there is a benchmark asset
with yield R;, which provides no monetary services and is held solely to transfer
wealth intertemporally. Holding the liquid asset i with yield r; ; costs R, — r;, per
unit of currency in period ¢. Total transaction costs in period t can be expressed as:

L
Ko = (R —ri)mi, (1.24)
i=1

where m; , is the value of monetary component i and L is the number of considered
components. The expenditure share of the ith asset is:

Sis = (Ry — ri)m; _ L(Rz —ri)mi, . (1.25)
K; Eizl(Rz — i )mi,
Real user costs are:
R —ri;
= —. 1.26
Xi,t 1+R, ( )

Furthermore, let us assume that the transaction technology can be described by
the general, twice differential, homogeneous function:

my=M(m;,, ..., mp,). (1.27)

Minimizing the transaction costs (1.24), subject to (1.27), results in a Divisia
monetary index:

L
din DM, = Zsi,tdlnm,,t, (1.28)

i=1

where dIn denotes the In-differential of a variable. In discrete time, usually the
Tornquist-Theil approximation of the Divisia index is used:

L
AlnDM, = "5 ,Alnm;,, (1.29)
i=1
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with §, = (s;; — $i,-1)0.5.>> The price dual of the Divisia quantity index is
given by:

L
AlnPd, =Y 5, Aln(R, —ri). (1.30)

i=1
Equivalently, it is calculated by

EiL:1(Rz - ri,t)mi,l/(l + R)

Pd, =
DM,

since Pd; = DM, - K,.

The Divisia index refers to the growth rate of monetary services provided by the
monetary components (Gaab & Mullineux, 1996), so that the levels of monetary
services have to be recovered following normalisation. What is more, the user cost
s; is to be interpreted as the cost of purchasing an additional unit of monetary service
of the i-th monetary component.

A disadvantage of the Divisia aggregate is that it measures money on the basis
of the changes in the logarithm of its components. As a result, the Divisia aggregate
can not handle the introduction of new assets: Because the logarithm of zero is
minus infinity, the formula for the Divisia aggregate implies that the growth rate of
the Divisia index equals infinity when a new asset is introduced. Thus, in a period
when a new monetary asset is introduced, one has to set the growth rate of the new
asset to zero.>

(a) US M2 (b) UK M4
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Fig. 1.33 Money and divisia money in the US and the UK
Source: Federal Reserve Bank of St. Louis, Ecowin, Bank of England; own calculations. — Period:
January 1960 to February 2008 (M2-Divisia: February 2006). — UK: Q1 1983 to Q4 2007.

32See Barnett, Offenbacher and Spindt (1984), p. 1052.
33Gaab and Mullineux (1996) mention further problems posed by calculating Divisia indices.
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Figures 1.33a, b show annual growth rates of simple-sum and Divisia money
aggregates in the US and the UK. In both currency areas, Divisia monies grew,
on average, relatively closely aligned with their simple-sum counterparts. While
Divisia money aggregate has certainly a more sophisticated theoretical underpinning
than a simple-sum monetary aggregate, it remains up to debate as to whether they
would do a better job in term of providing information about (future) price and real
output developments.

1.5 Impact of Portfolio Shifts on Money

Under today’s government-controlled paper money systems, bank lending goes
hand in hand with an increase in the money stock. In that sense, one would expect
that a rise in economic activity, if financed by bank credit, will be reflected in
bank credit and money aggregates. In practise, however, the relation between credit,
money and economic activity might not be so straightforward, largely due to the
existence of so-called portfolio shifts on the part of banks and non-banks. Taking
a closer look at these developments might help improving the understanding of the
information content of bank credit and money aggregates in terms of (forthcoming)
inflation and economic growth.

1.5.1 Autonomous Bank Refinancing

To illustrate the process of autonomous refinancing, we assume that the banking
sector’s monetary base amounts to €80, held as minimum reserves (Fig. 1.34). The
reserve ratio on sight deposits (Si), term deposits (Ti) and savings deposits (SAV)
is 2%, respectively, while deposits with a maturity of more than 2 years (Li) are
exempted from minimum reserves. Bank credit supply amounts to €6000, the stock
of M1 amounts to € 1000, M2 to €2500 and M3 to €4000.

Assume that credit demand increases, while excess reserves are zero. In an effort
to use the given monetary base more efficiently, banks would offer their clients
higher returns on deposits which are exempted from minimum reserves. If, for
instance, non-banks shift €500 from Si (subject to minimum reserves) to Li (exempt

Assets Balance sheet of the banking sector Liabilities
Minimum reserves 80 | Sight deposits (Si) 1000
Credit 6000 | Term deposits (T1) 1500
Securities 1000 | Savings deposits (SAV) 1500
Others 550 | Long-term deposits (Li) 3000
Equity capital 630

7630 7630

Fig. 1.34
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Assets Balance sheet of the banking sector Liabilities
Minimum reserves 80 | Sight deposits (Si) 1000
Credit 6500 | Term deposits (Ti) 1500
Securities 1000 | Savings deposits (SAV) 1500
Others 550 | Long-term deposits (Li) 3500
Equity capital 630

8130 8130

Fig. 1.35

from minimum reserves), excess reserves rise to €10. Banks can expand credit and
money supply by €500: 10 times 1/0.02 (Fig. 1.35).

The portfolio shift led to a decline in the stock of M1 by €500, while banks’
credit expansion restored the money stock to its original level. That said, the portfo-
lio shift leaves the money stocks M1, M2 and M3 unchanged; they do not show an
expansionary impulse. As the rise in bank credit should be accompanied by a higher
level of economic activity, the velocity of M1 — defined as nominal income divided
by M1 — must have risen.>*

1.5.2 Bank Refinancing Via Selling Assets

Banks can refinance their lending business by selling assets (loans, bonds, asset
backed securities (ABS), etc.) to non-banks. By doing so, sight deposits are
destroyed, thereby lowering minimum reserves, that is creating excess reserves.
Taking the example in Fig. 1.36, assume banks sell corporate bonds worth €500 to
hedge funds. Here, bank assets and liabilities (the latter in the form of sight deposits)
decline by €500, resulting in excess reserves of € 10.

Assets Balance sheet of the banking sector Liabilities
Minimum reserves 80 | Sight deposits (Si) 1000
Credit 6500 | Term deposits (T1) 1500
Securities 500 | Savings deposits (SAV) 1500
Others 550 | Long-term deposits (Li) 3000
Equity capital 630

7630 7630

Fig. 1.36

341n this context it should be noted that if banks’ working balances exceed the required reserve
holdings for deposits with longer maturities, banks have an incentive to induce non-banks to shift
sight deposits to longer-term deposits. If, for instance, the reserve ratios for sight and time deposits
are equal, and if the reserve ratio is smaller than the working balance ratio for sight deposits w,
that is r7 = rg < w, it is profitable for banks to induce non-banks to shift from sight into time
deposits. By doing so, excess reserves rise.
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If banks take advantage of excess reserves by expanding bank credit to non-
banks, M1, M2 and M3 are restored to their original levels, while the economy’s
total credit supply (that is bank credit/security holdings plus credit held outside
the banking sector) increases. Again, the stock of monies would not indicate the
underlying expansionary impact of the transaction.

1.5.3 Disintermediation

Disintermediation represents a process in which bank loans are (increasingly)
replaced by credit supplied by non-banks such as, for instance, insurance compa-
nies, mutual funds, hedge funds, etc. (Polleit, 1996): Non-banks such as corporates
and public agencies would secure their debt funding by issuing money and capital
market instruments. What is more, disintermediation implies that non-banks sub-
stitute bank deposits such as, for instance, term deposits, for notes issued either by
corporates (CPs, short-term notes, etc.) and/or public agencies (Treasuries, short-
term notes, etc.).

Taking Fig. 1.34 as a starting point, assume that non-banks substitute time
deposits in the amount of €500 for short-term paper issued by state agencies (Fig.
1.37a). On the asset side of the balance sheet of non-banks time deposits are replaced
by short-term paper (Fig. 1.37b). Sight deposits, which had been created by shift-
ing time into sight deposits, are transferred to the issuer’s account. The total credit
supply has increased in the amount of short-term paper purchased by non-banks.
The stock of M1 has increased, while the levels of M2 and M3 have remained
unchanged.

Assets Balance sheet of the banking sector Liabilities
Minimum reserves 80 | Sight deposits (Si) 1000
+500
Credit 6000 | Term deposits (T1) 1500
-500
Securities 1000 | Savings deposits (SAV) 1500
Others 550 | Long-term deposits (Li) 3000
Equity capital 630
7630 7630
Fig. 1.37a
Assets Non-bank balance sheet Liabilities
Term deposits 1500
-500
Short-term notes +500
1500 1500

Fig. 1.37b
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1.5.4 Inversion of the Yield Curve

Irving Fisher’s (1911) expectation theory of the yield curve and John R. Hicks’
(1946) liquidity premium theory suggest that long-term yields should, in general,
exceed short-term rates.®> However, once in a while the yield curve inverts, that
is long-term yields fall below short-term rates. In such periods, monetary aggre-
gates can show a rather strong expansion, even though there is no accompanying
increase in bank lending. Money supply growth may therefore overstate the under-
lying money creation dynamics.

The Shape of the Yield Curve

Figures 1.38a, b show long- and short-term interest rates in Germany and the
US, respectively, for the period January 1978 to April 2007. The level of long-
term yields was, on average, higher than the level of short-term interest rates.
As a result, the yield curve — that is the difference between long- and short-
term rates (spread) — was positive most of the time.

Bond yields tend to move higher as maturities lengthen, resulting in a
positive slope of the yield curve. The longer the maturity of the bond is, the
higher is the risk for the investor. And the higher the risk is, the higher must be

3-mths and 10-year yields, %
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Fig. 1.38 3-months and 10-year yields in Germany and the US
Source: IMF; on calculations. ! As from 1 January 1999 euro area data; Bund yields
throughout the total period. The spread is 10-year yield minus 3-mths rate.

35See in this context Chapter 4 of this book.
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the yield on the bond for making investors holding risky assets. If the spread
between long- and short yields becomes large (small), the yield curve is said
to become steep (or flat).

In that sense, an inverted yield curve — defined as long-term yields trading
below short-term rates — would appear to be an abnormal situation: Investors
would accept a lowering of the yield as the maturity of the bond (and therefore
the risk) increases. However, there might be economic reasons for an inversion
of the yield curve.

If, for instance, the central bank raises official short-term interest rates for
bringing down inflation, investors might believe that the restrictive monetary
policy does not last long, and will be followed by a lowering of rates. As long-
term yields — as suggested by the term structure of interest rates — are based
on the expected course of future short-term rates, forward looking investors
might start buying bonds well in advance of the actual decline in official rates
(in the hope to make capital gains and lock-in a favourable return).

Such buying activity raises (lowers), ceteris paribus, bond prices (yields).
Long-term yields may fall below short-term rates. For instance, the Fed’s fight
against inflation in the late 1970s/early 1980s led to an inversion of the yield
curve; the same happened when the Deutsche Bundesbank raised interest rates
sharply in the course of the German reunification period at the beginning of
the 1990s.

Financial market shocks can also lead to inversions of the yield curve. For
instance, the Russian, Asian and LTCM crises in 1997-1998 increased the
demand for asset with little perceived risk such as government bonds (flight to
quality). If central banks are expected to cut interest rates in view of a major
financial market shock, investors might well start buying in anticipation of
forthcoming rate cuts (ECB, 2007, p. 28).

For instance, in Germany the yield curve inverted in 1993/1994 after the
Deutsche Bundesbank had raised rates strongly and the market expected declining
inflation and a slowdown in economic growth. Taking advantage of the inversion of
the yield curve, non-banks increased their demand for short-term deposits relative
to long-term deposits, resulting in a marked increase in the stock of M3.%

Assume that non-banks shift €500 of long-term bank liabilities to time deposits.
As the former are not subject to minimum reserves, the banking sector’s demand
for monetary base increases by €10 (Fig. 1.39). If the central bank does not supply
additional base money (as it pursues a restrictive monetary policy), banks would

36For instance, in the German reunification period, ongoing uncertainty about property rights led
to a marked delay of investment activity. In such an environment, non-banks tended to park their
money balances on short-term bank deposits. As the latter was included in the definition of the
German stock of money, the stock of M3 was bloated up by a considerable margin, misleadingly
indicating an expansionary monetary policy. See Westerheide (1995), p. 115.
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Assets Balance sheet of the banking sector Liabilities
Minimum reserves 80 | Sight deposits (Si) 1000
—500
Credit 6000 | Term deposits (T1) 1500
—500 +500
Securities 1000 | Savings deposits (SAV) 1500
Others 550 | Long-term deposits (Li) 3000
—500
LEquity capital 630
7130 7130

Fig. 1.39

have to reduce their supply of loans and money by €500, respectively, to bring
minimum reserves in line with the stock of base money.

In our example, the portfolio shifts, induced by an inverted yield curve, have
effectively reduced the stock of bank credit to €5500 and the stock of M1 to €500,
leaving the levels of M2 and M3 unchanged at €4000. A rise in the money stocks
(be it M1, M2 or M3) in a period of an inverted yield curve is possible if, and only if,
the central bank increases the base money supply in view of banks’ rising demand
for minimum reserves.

1.6 A Look at “Global Liquidity”

Given the already high and still growing level of integration of international finan-
cial markets, it seems plausible to assume that cross-country capital flows have
become an increasingly important factor for influencing domestic business cycles,
determining domestic monetary developments and exerting a strong impact on the
pricing of domestic financial assets. The interest in the sources of international busi-
ness fluctuations and the impact of money on asset returns on the one hand and
the role played by international spill-overs of monetary policy shocks on the other
hand has motivated various analyses in this field (Baks & Kramer, 1999; Sousa &
Zaghini, 2003; ECB, 2004, pp. 10-12; BIS, 2004, pp. 70— 73).

According to the push channel, high money growth in one currency area may
lead to capital flows into foreign countries, provoking a rise in money growth and
higher asset returns; according to the pull channel, high domestic money growth
may lead to domestic asset price inflation and, as a result, attract foreign capital,
thereby depressing asset prices in the countries where the capital flows originated.
These effects may operate not only at times of stress in financial markets, but also
in normal times.

In the absence of capital flows between regions, it may be the existence of com-
mon international exogenous shocks that leads to co-movements of money expan-
sion in different countries. From a single country perspective, such co-movements
can be indicative of the sources of the shocks hitting the domestic economy.
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For instance, shocks associated to international stock price volatility may lead to
increases in both domestic and foreign money growth due to a worldwide increased
preference for holding liquid assets. In this case information on foreign develop-
ments may help to confirm that such a liquidity preference shock was the likely
cause of the observed fluctuation in domestic monetary aggregates. In this context
it may be of interest to form a view about a global money aggregate, that is global
liquidity.

1.6.1 Calculating a Global Liquidity Aggregate

There are several ways to calculate measures of global liquidity (Baks & Kramer,
1999). For instance, one can calculate the growth rate of money for each country (in
domestic currency) and weight the national growth rates by the respective country’s
GDP in global GDP (measured in, for instance, US dollar at constant purchasing
power parities) and sum it up:

n

miy — M —1
E Wi\ ——————— |»
— mijr—1
i=1

where m; , denotes domestic currency money of country i (out of a total of n coun-
tries) in period ¢ and w; , denotes the share of country i in total GDP.

Alternatively, one may want to calculate a simple sum global money aggregate
based on the sum of domestic money stocks, which are converted into a common
currency (that is by dividing the domestic stock of money by the respective exchange
rates), and then calculate the respective growth rate:

n n
Domigfeis — D mi1/€i 1
i=1 i=1

n
Z mi,tfl/ei,tfl

i=1

where e; , denotes the exchange rate of country i in period ¢ (units of local currency
per US dollar).”’

Figure 1.40a shows global liquidity and global nominal GDP (which take the
value of 100 in 1980-Q1, respectively). Global liquidity and global nominal GDP
represent the simple sums of broad monetary aggregates and national nominal GDP
in the euro area, the US, the UK, Japan and Canada converted into US dollar using
purchasing power parity exchange rates (ECB, 2004, p. 10).® Until around the

37Using market exchange rates to convert local currency money may impart some volatility to
the global monetary aggregate, so that using (say) a moving average would reduce this effect.
Alternatively, one may use relative PPP at a given point in time.

38 Among international central banks, the ECB explicitly addressed the issue of rising global lig-
uidity in January 2004 for the first time (as far as we are informed).
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Fig. 1.40 Global money growth and key macro-economic variables

Source: Thomson Financial; own estimates. Period: 1980-Q1 to 2005-Q4. — The monetary aggre-
gates are M2 for the US, M3 for the euro area, M2 plus certificates of deposits for Japan, M4 for
the UK, and M2+ for Canada. — Global liquidity and global nominal GDP represent the simple
sums of broad monetary aggregates and national nominal GDP in the euro area, the US, the UK,
Japan and Canada converted into US dollar using purchasing power parity exchange rates. — The
global GDP deflator, and short- and long-term yields represent GDP weighted sums of national
annual rates (that is 3-months money market rates and 10-year government bond yields).
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middle of the 1990s, global liquidity and global nominal output expanded more
or less at a similar pace. In the period thereafter, however, the former clearly started
outpacing the latter.

As a result, the income velocity of global liquidity declined sharply as from
around 1995 (Fig. 1.40b). The income velocity fell from around 1.65 at the end of
1994 to 1.25 at the end of 2005. To put it differently: Real money holdings relative
to real income increased substantially. Global inflation — as expressed by the annual
rise in the GDP deflator —, however, remained relatively subdued in the period of
strong global liquidity growth (Fig. 1.40c).

Short- and long-term real interest rates (that is nominal rates minus the annual
change in the GDP deflator) kept declining throughout the period under review
(Fig. 1.40d). In particular, starting in the second half of 2001 short-term real rates
fell to unprecedented low levels as central banks throughout the world lowered bor-
rowing costs in response to the stock market correction, the 9/11 terror attacks on
the US and a weakening of growth in major industrial countries.

What will be the consequences of the strong rise in global liquidity starting
around the middle of the 1990s? Although it is possible that a higher liquidity
preference might become a structural phenomenon (that is manifesting itself in a
stronger (trend) decline in the income velocity of broadly defined monetary aggre-
gates), there is of course also the risk of the strong rise in global liquidity leading to
higher global inflation, renewed global asset price bubbles and/or inflation-induced
economic disequilibria/crises in the future.

1.6.2 The Effects of Cross-Border Selling of National Currency
on National Monetary Aggregates

In a final step we want to analyse how international payments would affect the stock
of domestic monetary aggregates. To start with, assume a US corporation is a seller
of the dollar, exchanging US$100 against euro at an exchange rate of EURUSD of
1.25. The US corporation’s holdings of US dollar decline by US$100, while its euro
balances, held with a US bank, rises in the amount of €80 (Fig. 1.41). The US based
bank, in turn, records an account receivable in the amount of €80 vis-a-vis a bank
located in the euro area.

Accordingly, deposits of the seller of the euro decline by €80 (the equivalent of
US$100), whereas his US$ account, held with the bank in the euro area, rises by
US$100. The euro area based bank records a US$ liability in the amount of US$80
and records a deposit with the US bank in the amount of US$100 (see lower table
of Fig. 1.41).

National monetary aggregates typically include residents’ deposits denominated
in both domestic and foreign currencies, while they exclude domestic deposits held
by non-residents. That said, the transaction as outlined above should leave the
stocks of money in both countries unaffected. However, for calculating the domes-
tic money stock residents’ holdings of foreign currency denominated deposits have
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Assets Balance sheet US banks Liabilities
US depositor US$100

—US$100

Deposit with euro area bank +€80 +€80

Euro area bank deposit +US$100

Assets Balance sheet euro area banks Liabilities
Euro area depositor €100
—€80
Deposit with US bank +US$100 +US$100
US bank deposit +€80

Fig. 1.41

to be converted into domestic currency. Changes in exchange rates could — if not
statistically corrected for — affect the domestic stock of money.

Digression: Key Facts About Major Central Banks

The US Federal Reserve System

Objectives

The goals of monetary policy are spelled out in the Federal Reserve Act, which spec-
ifies that the Board of Governors and the Federal Open Market Committee should
seek “to promote effectively the goals of maximum employment, stable prices, and
moderate long-term interest rates.”

Federal Reserve Open Market Committee

The Federal Reserve Act of 1913 gave the Federal Reserve responsibility for setting
monetary policy. The Federal Reserve controls the three tools of monetary policy —
open market operations, the discount rate, and reserve requirements.*® The Board
of Governors of the Federal Reserve System is responsible for the discount rate
and reserve requirements, and the Federal Open Market Committee (“FOMC”) is
responsible for open market operations. Using the three tools, the Federal Reserve
influences the demand for, and supply of, balances that depository institutions hold
at Federal Reserve Banks and in this way alters the federal funds rate.

39These and the following explanations are taken from the web site of the US Federal Reserve
Board, Washington DC, and The Federal Reserve System (2005), Purposes and Functions,
Washington DC.
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The FOMC consists of twelve members — the seven members of the Board of
Governors of the Federal Reserve System; the president of the Federal Reserve Bank
of New York; and four of the remaining eleven Reserve Bank presidents, who serve
one-year terms on a rotating basis. The rotating seats are filled from the follow-
ing four groups of Banks, one Bank president from each group: Boston, Philadel-
phia, and Richmond; Cleveland and Chicago; Atlanta, St. Louis, and Dallas; and
Minneapolis, Kansas City, and San Francisco. Nonvoting Reserve Bank presidents
attend the meetings of the Committee, participate in the discussions, and contribute
to the Committee’s assessment of the economy and policy options.

The seven Board members are appointed by the President of the United States
and confirmed by the US Senate. The full term of a Board member is fourteen
years, and the appointments are staggered so that one term expires on January 31
of each even-numbered year. After serving a full term, a Board member may not be
reappointed. If a member leaves the Board before his or her term expires, however,
the person appointed and confirmed to serve the remainder of the term may later be
reappointed to a full term.

The Chairman and the Vice Chairman of the Board are also appointed by the
President and confirmed by the Senate. The nominees to these posts must already
be members of the Board or must be simultaneously appointed to the Board. The
terms for these positions are four years.

The FOMC holds eight regularly scheduled meetings per year. At these meetings,
the Committee reviews economic and financial conditions, determines the appropri-
ate stance of monetary policy, and assesses the risks to its long-run goals of price
stability and sustainable economic growth. Usually, the FOMC meeting is for one
day. The meetings in January-February and June-July are two-day meetings.

Meetings and Proceedings of the FOMC

By law, the FOMC must meet at least four times each year in Washington, DC. Since
1981, eight regularly scheduled meetings have been held each year at intervals of
five to eight weeks. If circumstances require consultation or consideration of an
action between these regular meetings, members may be called on to participate
in a special meeting or a telephone conference, or to vote on a proposed action by
telegram or telephone. At each regularly scheduled meeting, the Committee votes
on the policy to be carried out during the interval between meetings. Attendance at
meetings is restricted because of the confidential nature of the information discussed
and is limited to Committee members, nonmember Reserve Bank presidents, staff
officers, the Manager of the System Open Market Account, and a small number of
Board and Reserve Bank staff.

Press Releases: A statement is released at about 2:15 p.m. on the final day of each
FOMC meeting. The disclosure policy has evolved over the years as the FOMC has
sought to provide more information on its views on economic activity and risks to
the outlook.

Minutes: The Committee unanimously decided to expedite the release of its min-
utes. The minutes of regularly scheduled meetings will be released three weeks after
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the date of the policy decision. The first set of expedited minutes were released at
2 p.m. EST on January 4, 2005. Since March 2002, the statement has included each
member’s vote on monetary policy decisions.

Transcripts: Procedures adopted by the FOMC provide for the public release of
transcripts for an entire year of meetings with a five-year lag.

European Central Bank

Objectives

The primary objective of the Eurosystem monetary policy is specified by the Maas-
tricht Treaty (article 105 (1)) as the maintenance of price stability. Moreover, and
“without prejudice to the objective of price stability”, the Eurosystem shall also
“support the general economic policies in the Community with a view to contribut-
ing to the achievement of the objectives of the Community” which include a “high
level of employment” and “sustainable and non-inflationary growth.”

ECB, ESCB and Eurosystem

On 1 January 1999, the European Central Bank (ECB) assumed responsibility for
monetary policy in the euro area. The European System of Central Banks (ESCB)
comprises the ECB and the national central banks (NCBs) of all EU member states.
The term “Eurosystem” denotes the ECB and the NCBs of those EU member states
that have adopted the euro currency.

According to the Treaty, the basic tasks to be carried out through the Eurosystem
are (i) the definition and implementation of the monetary policy of the euro area;
(i1) the conduct of foreign exchange operations; (iii) the holding and management
of the official foreign reserves of the Member States; and (iv) the promotion of the
smooth operation of payment systems.

Decision Making Bodies

There are two decision-making bodies of the ECB which are responsible for the
preparation, conduct and implementation of the single monetary policy: the ECB
Governing Council and the ECB Executive Board. A third decision-making body is
the ECB General Council.

The Governing Council of the ECB consists of the six members of the Executive
Board and the governors of the euro area NCBs.*? Both the Governing Council and
the Executive Board are chaired by the President of the ECB or, in his absence, by
the Vice-President. The responsibilities of the Governing Council are: (i) to adopt

40As of July 2005, there were 12 governors in the Governing Council. In 2008, this number has
grown to a total of 15 governors. With the Slovakia NCB governor knocking on the area’s door as
the potential 16th member.
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the guidelines and take the decisions necessary to ensure the performance of the
tasks entrusted to the Eurosystem; and (ii) to formulate the monetary policy of the
euro area. The Council usually meets two times per months.

In accordance with the Statute of the ESCB, the formulation of monetary policy
for the euro area includes taking decisions on “intermediate monetary objectives,
key interest rates and the supply of reserves” in the Eurosystem. Moreover, the
Governing Council shall establish the necessary guidelines for the implementation
of those decisions.

The Executive Board of the ECB consists of the President and the Vice-President
and four other members, all appointed by common accord of the Heads of State
or Government of the euro area countries for an eight year term. In accordance
with the Statute of the ESCB, the Executive Board: (i) prepares the meetings of
the Governing Council; (ii) implements monetary policy in accordance with the
guidelines and decisions laid down by the Governing Council and, in so doing,
gives the necessary instructions to the euro area NCBs; (iii) is responsible for the
current business of the ECB; and (iv) assumes certain powers delegated to it by the
Governing Council, which may include powers of a regulatory nature.

The General Council of the ECB is composed of the President and the Vice-
President of the ECB and the governors of the NCBs of all EU Member States (15
in 2003; 25 following the enlargement of the EU as of 1 May 2004). It will remain
in existence for as long as there are Member States that have not adopted the euro
as their currency. The General Council has no responsibility for monetary policy
decisions in the euro area, though.

Long terms of office for the members of the Governing Council, and a rule stipu-
lating that members of the Executive Board cannot be re-appointed, shall contribute
to minimising potential political influence on individual members of the ECB’s
decision-making bodies.

The Statute of the ESCB states that the Governing Council shall act by a simple
majority when taking decisions on monetary policy and on the other tasks of the
Eurosystem. Monetary policy decisions in the euro area must be based on a euro
area perspective. Each member of the Governing Council has one vote. In the event
of a tie, the President of the ECB has a casting vote. When taking decisions, the
members of the Governing Council do not act as national representatives but in a
fully independent, personal capacity.

Prior to the accession of ten additional countries to the EU on 1 May 2004, on
21 March 2003 the European Council approved an amendment to the Statute of the
ESCB which provides for an adjustment of the voting modalities in the Governing
Council. According to the new voting system, the six members of the Executive
Board will maintain a permanent voting right, but the voting rights of NCB Gov-
ernors will be subject to a rotation scheme once the number of euro area countries
exceeds 15. However, all Governors will participate in all meetings of the Governing
Council, irrespective of whether they hold a voting right at the time.
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Meetings and Communication

The Governing Council usually meets twice a month at the Eurotower in Frankfurt
am Main, Germany. At its first meeting each month, the Governing Council assesses
monetary and economic developments and takes its monthly monetary policy deci-
sion. At its second meeting, the Council discusses mainly issues related to other
tasks and responsibilities of the ECB and the Eurosystem.

Immediately after the first Governing Council meeting of the month, a monthly
press conference is held by the ECB President and the Vice-President, in which
the policy action of the bank is explained in detail. The press conference includes
a question and answer session, which is attended by various media representatives
from across the euro area and beyond. Transcripts of the press conference are made
available on the ECB’s website a few hours after the closing of the press conference.
The ECB does not publish details as far as majority voting in the ECB Governing
Council is concerned.

The President of the ECB appears four times a year before the European Parlia-
ment’s Committee on Economic and Monetary Affairs. The President explains the
ECB’s policy decisions and then answers questions posed by Committee members.
Other communication channels are public engagements (speeches etc.) by ECB
Executive Board members and the Presidents of the NCBs.

Bank of Japan

Objectives

According to the Bank of Japan (“BoJ”) Law (“Law”), the objective of the Bol
is to issue banknotes and to carry out currency and monetary control. In addition,
the BoJ’s objective is to ensure smooth settlement of funds among banks and other
financial institutions, thereby contributing to the maintenance of an orderly financial
system (article 1). The Law stipulates the BoJ’s principle of currency and mone-
tary control as follows: Currency and monetary control shall be aimed at, through
the pursuit of price stability, contributing to the sound development of the national
economy (article 2).

Decision Making Bodies

The Policy Board is established as the BoJ’s highest decision-making body. The Law
stipulates that monetary policy shall be decided by the Policy Board at Monetary
Policy Meetings (MPMs), which are two day affair. At MPMs, the Board first dis-
cusses the economic and financial situation and then decides various matters relat-
ing to monetary policy, including the following: (1) the guideline for money market
operations; (2) the official discount rate; (3) reserve requirement ratios; (4) the Bol’s
view of economic and financial developments; and (5) the types and the terms and
conditions of bills and bonds eligible for money market operations. The Board also
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oversees the fulfilment of the duties of Bank executives, excluding Executive Audi-
tors and Counsellors.

Bank executives are members of the Policy Board (including the Governor and
Deputy Governors), Executive Auditors, Executive Directors, and Counsellors. Of
the above executives, the Governor, the two Deputy Governors, and six other mem-
bers of the Policy Board make up the Policy Board. The Governor, the Deputy Gov-
ernors, and other members of the Policy Board are appointed by the Cabinet, subject
to the consent of the House of Representatives and the House of Councillors. Exec-
utive Auditors are appointed by the Cabinet. Executive Directors and Counsellors
are appointed by the Minister of Finance on the recommendation of the Board.

The term of office is five years for the Governor, Deputy Governors, and other
members of the Policy Board, four years for Executive Auditors and Executive
Directors, and two years for Counsellors. Bank executives, excluding Executive
Directors, are not dismissed against their will during their term of office except
in the situations prescribed in the Law, such as where they receive a ruling of com-
mencement of bankruptcy proceedings.

Meetings and Communication

Board decisions are announced, in principle, immediately after the meeting con-
cerned. Discussions that take place during the course of the decision-making pro-
cess are disclosed in the minutes. The latter include the majority voting results but
do not show the individual votes of the voting members. The BoJ held 15 MPMs in
the fiscal year 2004.

Also in 2004, the BoJ continued efforts to present its basic thinking on the
conduct of monetary policy together with its evaluation of economic and price
developments in a timely and lucid manner. Such efforts included releasing interim
assessments of economic and price developments in July 2004 and January 2005,
three months after the releases of the periodically Outlook for Economic Activity
and Prices in April and October, as well as releasing “The Bank’s View” of the
Monthly Report of Recent Economic and Financial Developments on the same day
as the first MPM of the month.

Bank of England

Objectives

In relation to monetary policy, the objectives of the Bank of England shall be (a) to
maintain price stability, and (b) subject to that, to support the economic policy of Her
Majesty’s Government, including its objectives for growth and employment. The
Treasury may by notice in writing to the Bank specify (a) what price stability is to
be taken to consist of, or (b) what the economic policy of Her Majesty’s Government
is to be taken to be.
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Committees

The Court of Directors (“Court”) consists of the Governor, two Deputy Governors
and 16 Directors. The Directors are all non-executive. The Governors are appointed
by the Crown for five years and the Directors for three years. Under the Act, the
responsibilities of Court are to manage the Bank’s affairs, other than the formulation
of monetary policy, which is the responsibility of the Monetary Policy Committee.
This includes, inter alia, determining the Bank’s objectives and strategy,

The Committee of Court (“NedCo”) consists of all the non-executive Directors,
with a chairman designated by the Chancellor of the Exchequer. The chairman of
NedCo is also Deputy Chairman of Court. NedCo has responsibilities for reviewing
the Bank’s performance in relation to its objectives and strategy, and monitoring the
extent to which the Bank’s financial management objectives are met. NedCo is also
responsible for reviewing the procedures of the MPC, and in particular whether the
Committee has collected the regional, sectoral and other information necessary for
formulating monetary policy.

The Bank of England Act establishes the Monetary Policy Committee (“MPC”)
as a Committee of the Bank, subject to the oversight of NedCo, and sets a frame-
work for its operations. Under the Act, the Bank’s objectives in relation to monetary
policy are to maintain price stability and, subject to that, to support the Govern-
ment’s economic policies, including its objectives for growth and employment. At
least once a year, the Government specifies the price stability target and its growth
and employment objectives. The monthly MPC meeting itself is a two-day affair.
On the first day, the meeting starts with an update on the most recent economic data.
On the following day, a summary of the previous day’s discussion is provided and
the MPC members individually explain their views on what policy should be. The
interest rate decision is announced at 12 noon on the second day.

Meetings and Communication

The MPC must meet at least monthly; its members comprise the Governor and
Deputy Governors, two of the Bank’s Executive Directors and four members
appointed by the Chancellor. The MPC’s decisions are announced after each
monthly meeting and minutes of their meetings are released on the Wednesday of
the second week after the meeting takes place. The minutes show the results of the
majority voting without show the votes of the individual members.

The Inflation Report (which include the MPC’s projections of inflation and out-
put) and MPC Minutes are the Bank’s major regular publications on the operation of
the policy framework. In addition, the Quarterly Bulletin carries background articles
describing pieces of analysis that underpin the MPC’s thinking, as well as articles
describing developments in the markets and analysis relevant to other aspects of the
Bank’s work.

Public appearances by MPC members represent an important part of the Bank’s
effort to build public understanding of monetary policy. The Governor and other
MPC members usually give evidence to the Treasury Select Committee of the House
of Commons, as well as to other Parliamentary Committees.
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Chapter 2
Money and Credit Demand

A medium of exchange is a good which people acquire neither
for their own consumption nor for employment in their own
production activities, but with the intention of exchanging it at a
later date against those goods which they want to use either for
consumption or for production.

Mises, L. v. (1996), Human Action, p. 401.

2.1 Classical Demand for Money Theory

The quantity theory of money, dating back to contributions made in the mid-16th
century by Spanish Scholastic writers of the Salamanca School, is one of the
oldest theories in economics (de Soto, 2006, p. 603). In his book The Pur-
chasing Power of Money (1911), Fisher gave the quantity theory, as inherited
from his classical and pre-classical predecessors, its modern formulation. Fisher’s
version, typically termed equation of exchange or transaction approach can be
stated as:

M-Vy=T- Py, 2.1)

where M = stock of money, V; = velocity of the stock of money to finance the
transaction volume, 7, and Py = price level.

According to the neo-classical assumptions — namely that the economy is run-
ning at full potential and V is constant — P would move in strict proportion to
changes in M: A rise (decline) in the economy’s stock of money would increase
(reduce) the price level. In this theoretical framework, money is neutral as far as its
effects on output are concerned. Changes in M affect P, but do not have any impact
onYorV.

A. Belke, T. Polleit, Monetary Economics in Globalised Financial Markets, 91
DOI 10.1007/978-3-540-71003-5_2, © Springer-Verlag Berlin Heidelberg 2009
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2.1.1 The Cambridge Approach

The Cambridge approach or cash balance approach is associated with Arthur C.
Pigou (1917) and Alfred Marshall (1923).' It differs from Fisher’s approach in
three aspects. First, the Cambridge approach is a microeconomic approach, describ-
ing individual choice rather than market equilibrium. It asks: what determines the
amount of money an individual would wish to hold, given that the desire to conduct
transactions makes money holding attractive. The Cambridge approach moved the
analytical focus from a model where the velocity of money was determined by mak-
ing payments to one where market agents have a demand for money (Cuthbertson &
Barlow, 1991, p. 16). Second, money is held not only as a medium of exchange for
making transactions as in Fisher’s case, but also as a store of value, providing sat-
isfaction to its holder by, for instance, adding convenience and security. And third,
the concept of money demand comes across more explicitly as will be discussed in
more detail below; Cambridge economists pointed out the role of wealth and the
interest rate in determining the demand for money.

Formalizing the Cambridge approach, Pigou assumed that for an individual the
level of wealth, the volume of transactions and the level of income — at least over
short periods — would move in stable portions to one another. Other things being
equal, the nominal demand for money, M, is then proportional to the nominal level
of the transaction volume, PT:

My =kPT, 2.2)
where k represents the cash holding coefficient. The latter is simply the reciprocal of

the velocity of money, that is: V = 1/k. If money supply, M;, equals money demand
M, we can write:

Ms =Mp=kPT
M =1PT (2.3)
MV = PT,

with the latter expression representing the familiar equation of exchange.

The Cambridge formulation of the quantity theory provides a description of mon-
etary equilibrium within the neo-classical model by focusing on peoples’ demand
for money, especially the demand for real money balances, as the important factor
determining the equilibrium price level consistent with a given quantity of money.
The emphasis which the Cambridge formulation placed on the demand for money
and implicitly also on its determinants like, for instance, interest rates, strongly
influenced both the Keynesian and the Monetarist theories.

"Humphrey (2004) notes that Marshall in his early manuscript Money (1871) as well as in his book
Economics of Industry (coauthored with his wife in 1879) gave the quantity theory, as inherited
from his classical predecessors, its distinctive Cambridge cash-balance formulation.
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2.1.2 The Role of Wealth in the Transaction Approach

In most analyses, the velocity of money is calculated on the basis of current output,
or gross domestic product (GDP). However, the latter does not take into account the
economy’s stock of wealth, or stock of assets (such as, for instance, equities, bonds,
housing, etc.). To make explicit the role of the economy’s stock of wealth for the
velocity of money, the equation of exchange (2.1) can be written as follows:

Move=(veste) (PP, 24)

where M = stock of money, V; = velocity of the stock of money to finance the econ-
omy’s total transaction volume, Y = real output, S = stock of (financial) wealth,
while Py and Ps represent the price level of real output and (financial) assets,
respectively. a(1—«) is the share of real output (financial assets) in the economy’s
total transaction volume, and g is the share of output’s (financial assets’) price level
in the total price level. Taking logarithms and solving for the velocity of the trans-
action volume, Eq. (2.4) can be stated as:

vr=a-y+(—-a)y-s+p-py+1—=p) ps—m. (2.5)

In most analyses, however, the transaction equation is based on current real out-
put (that is GDP) rather than the economy’s total transaction volume:

M - Vy =Y - Py, orin log form and solving for the velocity (2.6)

vy =y +p, —m. 2.7

According to this representation, the traditional income velocity of money in log
form will be negative (positive) if nominal money supply exceeds (falls below) nom-
inal income. The difference between the velocity of the transaction volume and the
velocity of current income is:

vp = vy = —8)-(@—D+(pyr—ps)-(B-1. (2.8)

Under the assumption that 0 < «, B < 1, which is equivalent too — 1, 8 —
1 < 0, Eq. (2.8) suggests that the transaction volume velocity of money will
exceed the income velocity of money if financial wealth exceeds output (y < s)
and/or the price level of financial wealth exceeds the price level of current output
(py < ps)-

For instance, the income velocity of the euro area money stock M3 — after having
shown a more or less stable linear decline since the early 1980s — started falling more
strongly as from 2001 (Fig. 2.1). This finding could be an indication that the increase
in the stock of M3 increasingly affected nominal wealth (such as, for instance, stock
and real estate prices) rather than nominal income.
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Fig. 2.1 Euro area income velocity of M3, actual and trend
Source: Thomson Financial, ECB; own calculations. — The income velocity of M3 was calculated
by dividing nominal GDP by the stock of M3. Period: 1980-Q1 to 2008-Q1.

Time Series Properties of the Velocity Series

Figure 2.2(a) shows the Japanese income velocity of broad money — defined as
the difference between nominal GDP and broad money (in natural logarithms)
for the period 1980-Q1 to 2005-Q4. Two linear trend lines for income velocity

(a) Japanese income velocity of ibroad money’

5

(b) Deviation of income velocity from trend
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Fig. 2.2 Income velocity in Japan
Source: Thomson Financial; own estimation. - Income velocity is defined as nominal GDP
minus stock of broad money (all variables in logarithms). - Period: 1980-Q1 to 2005-Q4.
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Classical Demand for Money Theory

are also shown: a trend line for the period 1980-Q1 to 2005-Q4 and a split
trend line that runs from 1980-Q1 to 1986-Q4, thereafter adopting a flatter
trend decline. Figure 2.2(b) shows the deviations of actual from trend income
velocities of money, index, together with the Nikkei stock market.

A visual inspection suggests that the strong rise in the Nikkei around the
second half of the 1980s was accompanied by the income velocity of money
moving below its long-run trend, while the decline in stock prices in the period
thereafter was accompanied by income velocity moving back up towards the
long-run trend. That said, the assumed trend figure of the income velocity of
money may have important analytical implications.

The time series properties of the income velocity of money affect the anal-
yses related to its medium- to long-term trend. If the log level of income veloc-
ity of money, v,, at time ¢ is stationary around a linear trend ¢, i.e.:

Vt=a+ﬂ't+8[, t=1,...,T, (2.9)

where ¢ is a mean-zero stationary process (a random process which has a con-
stant and time independent variance), then the medium-term velocity devel-
opments can be described by estimates of g from Eq. (2.9).

If velocity is assumed to be stationary, its variance is constant over time
and the covariance between two time instances depends only on the distance,
or lag, between them and not on the actual time at which the covariance is
calculated. In this case, the impact of shocks on velocity will vanish over
time.

In contrast, the log level of velocity is non-stationary if it is a random walk,
for instance with drift parameter :

Vz=Vt—1+M+77t, t=17"'5T7 (210)

where 71, is some mean-zero stationary process, and the lagged coefficient on
velocity is assumed to be one, which explains why the series is said to contain
a unit root.

The impact of a random shock on the velocity of money would never dis-
appear as velocity can equivalently be written as an accumulation of past his-
torical shocks:

t

vtzvo—l—u-t—l—an, t=1,...,T. 2.11)
Jj=0

As a consequence, the variance of velocity would become a function of
time . In theory, then, under the unit root assumption, deviations of velocity
from w - t would increase over time. However, the size of the random walk

95
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component will also determine how far actual velocity might deviate from the
linear trend in a specific period of time.

Under the unit root assumption, velocity can be differenced to obtain a
stationary series. Taking the time difference of velocity in Eq. (2.10) and using
the specification Av;, = v; — v,_y, yields:

Avi=p+n t=1,...,T. (2.12)

This would permit the estimation of the drift term @ which could form the
basis for the expectation of the money velocity trend over the medium-term.

In sum, the choice between models (2.9) and (2.10) may have important
economic implications. In the context of model (2.10), under the unit root
assumption, velocity would be treated as a non-stationary time series to which
shocks accumulate over time. In model (2.9), velocity would be treated as a
stationary time series; shocks would have no permanent impact on velocity.
Regressing the level of velocity on a time trend in model (2.9) would be appro-
priate but not in model (2.10).
See, for instance, Harvey (1990), Greene (2003) and Brand, Gerdesmeier,
Roffia (2002), p. 14.

2.2 Keynesian Money Demand Theory

The Keynesian theory of money demand (or: liguidity preference theory) focuses
on the motives that lead people to hold money. More specifically, John Maynard
Keynes (1936) distinguished between the demand for transaction balances (includ-
ing the demand for precaution balances), Lr, and the demand for speculative
balances, LS:2

Ly = L,(Y)=kY, withoL;/dY > Oand (2.13)
Lg = Ls(r)= R —dr, withdLs/dr < 0and 3°Ls/dr*> < 0, (2.14)

where k = income balance coefficient, Y = nominal output, R = autonomous spec-
ulative balance, d = interest rate elasticity and r = representative interest rate.

Combining the demand for transaction balances (2.13) and speculative balances
(2.14) yields the Keynesian demand for money:

2«Money held for each of the three purposes forms, nevertheless a single pool, which the holder is
under no necessity to segregate into three water-tight compartments; for they need not be sharply
divided even in his own mind, and the same sum can be held primarily for one purpose and secon-
darily for another”. Keynes (1973), p. 195.



2.2 Keynesian Money Demand Theory 97
L=Lr+Ls=kY + Ls(r). (2.15)

In equilibrium, money supply, M, equals money demand, that is, in real terms,
M/P = L. Similar to the quantity theory, the transaction demand for money empha-
sises the role of money as a means of payment, suggesting that the transaction
demand for money depends on the level of current income. The store-of-value func-
tion is reflected in the speculative motive of the demand for money.

In the Keynesian theory, market agents’ portfolio decisions are driven by expec-
tations regarding future bond prices, e.g. bond yields. Bonds are willingly held if
the expected total return (defined as the sum of interest payable on the bond and
expected capital gains) is greater than zero.3

The pricing formula for the bond market (for consols) is:

BP = g NV, (2.16)
where BP = bond market price, n = nominal coupon of the bond (in percent of
its nominal value), r = effective yield in the bond market (market rate), and NV =
nominal value of the bond. For example, if n = 5% p.a., NV =US$100 and r = 5%
p.a., then BP = US$100. If r rises to 10%, BP falls to US$50.

Now assume that each investor has an estimate of the normal market yield,
7ol \which might deviate from the current market yield. Depending on the sub-
jectively perceived normal yield, an individual investor is expecting a capital gain
or loss from bond holdings:

expected loss on bond holdings = BP — BP°, (2.17)

with BP¢ as the expected bond price in the future. We can rewrite Eq. (2.17) as
follows:

expected loss on bond holdings = n. NV — . NV (2.18)
r

pnormal
The income from coupon payments on the bond is:
interest income = n - NV. (2.19)

That said, an investor will hold interest bearing bonds if interest income is higher
than expected capital losses from holding bonds:

n-NV > Z.NV— NV (2.20)
——

r rnormal

Interest income
expected capital losses

3Note that if a bond’s market price equals its par value, the bond’s return equals its nominal coupon.
If the bond’s market price is higher (lower) than its par value, the bond’s return is lower (higher)
than its nominal coupon.
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or, equivalently:

1 1
1> ; - ynormal (220&)
rnnrma[
r > W (2.20b)

The level of r, which fulfils Eq. (2.20b), is called the critical market yield. At the
critical yield, the investor is indifferent as interest income from bond holdings equals
expected capital losses of bond holdings. That said, one can draw the following
conclusions:

— If the market rate is above the critical yield level, interest income is higher than
the expected capital losses, so that the investor decides to keep his total wealth in
bonds.

— If the market yield is below the critical market yield, the investor would decide
to keep his total wealth in money balances, as he fears capital losses related to a
forthcoming rise in market yields.

The Keynesian demand for speculative balances is therefore a decision to hold
either money or interest bearing bonds (Fig. 2.3a). Assuming that different people
have different estimates of the normal yield and, as a result the critical yield, one
can finally construct an aggregated demand for speculative balances (Fig. 2.3b). The
resulting aggregated money demand curve has a continuous shape with a negative
slope, since with a decreasing market interest rate more and more investors will
expect an increase of this rate and, therefore, prefer to hold money instead of bonds.

(a) Individual demand for speculative (b) Aggregated demand for speculative
money balances money balances
r r
rcriti(‘al
Demand for speculative Demand for speculative
balances, L, balances, L

Fig. 2.3 Keynesian demand for speculative balances
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In our example, assume that the normal yield is 10% p.a. According to
Eq. (2.20b), the critical market yield is:

peritical _ . ~ 9%. (2.20c)

So if the market yield is less than 9%, the investor wouldn’t want to hold any
bonds as expected capital losses are higher than interest income.

It is important to note that in the Keynesian liquidity theory, the speculative
demand for money always equals the supply of bonds and vice versa.* As it is
important for the understanding of the portfolio approach underlying the Keynesian
theory, this aspect shall be explained in some more detail.

In a first step, let us assume the economy’s number of bonds outstanding,
by, can be traded at any time. Moreover, the demand for bonds, Bp, which is
assumed to be independent of the bond price, amounts to US$100. Given a
bond supply of by= 1 (for instance, 1 million bonds outstanding), the equilib-
rium price is US$100 (Fig. 2.4a). Alternatively, would the number of offered
bonds increase to, say, b; = 2, the equilibrium price of bonds, Pg, would fall to
US$50.

In a second step, we show the relation between bond prices (vertical axis) and the
market capitalisation of bonds (horizontal axis), that is b times Pp (Fig. 2.4b). The
economy’s total bond demand, Bp = US$100, is assumed to be given, represented
by the vertical line. Bond supply, BSy, is represented by a line with a 45° slope
(tgae = 1if b; = 1); assuming b; = 2, the higher bond supply would be represented
by BS; (with tgae = 0.5), since the market volume would double in this case (when
compared to BSp).

(a) Bond price and number of bonds (b) Bond price and market volume
s by b, Ps Bp BSo
h
i
\ ’
'
100 [-=====--- ! 100 f====mmmmmnm ./
| -
: _-7 BS,
1 -
1 - .
() EE T T S o N T ST 50 f----pfmmm -0
; T
! Bp=100 e
' -7\ 450
;
1 2 b 100 bPs

Fig. 2.4 Demand and supply for bonds in the Keynesian liquidity preference theory

4See Borchert (2001), pp. 120.
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In a third step, we replace the bond price on the vertical axis of Fig. 2.4b by the
bond yield r, where:

NV -n
r =
Pg

’

with NV = nominal value of the bond, n = coupon and Pz = bond market price.

In view of the pricing formula above, the bond demand curve stays the same
as before, and the bond supply curve converges asymptotically towards the vertical
and horizontal axis (Fig. 2.5).% The higher bond price Pz = 100 in Fig. 2.4(b) cor-
responds with the lower bond yield ry in Fig. 2.5, and the lower bond price Pz =50
with the higher bond yield r;. In Fig. 2.5, bond demand equals money supply (and
vice versa), that is Bp = My, which is representing the demand for speculative
balances.

That said, a given liquidity preference function is actually defined on the basis
of a given stock of bonds and a given stock of money, whereas bonds and money
represent the economy’s total stock of wealth, W:

Ly =Ls(r, W), mitdLs;/dW > 0. (2.21)

An increase in the supply of bonds would move the liquidity preference curve
upwards: under a given stock of money, an increase in the supply of bonds would be
associated with a higher interest rate. So any open market operation by the central

bank, for instance, which brings about a change in money supply, would also affect
the location of the liquidity preference function.

ry

To

Fig. 2.5 Keynesian liquidity
preference 100

SIf the above bond pricing formula is valid and the price of the bonds Py converges towards zero,
the interest rate r tends to infinity and vice versa. Hence, the curve depicting the bond supply
reveals the shape described above.
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2.2.1 Explaining the Trend of Income Velocity of Money

The Keynesian demand for money theory can be integrated in the quantity theory
framework for analysing the behaviour of the income velocity of money. The long-
run demand for real money balances is:

m; — py = Bo+ By — Pors + &4, (2.22)

where y, is the log of real income in period ¢, By is a constant term, B; and S,
represent the income and interest rate elasticities of money demand, respectively,
and r, is the interest rate. If ¢, is a stationary stochastic process with zero mean,
Eq. (2.22) describes a cointegrated long-run relationship (King & Watson, 1997).
Combining equation (2.22) with the log version of the transaction equation, that
ism—p = y—vy, yields the following expression for the income velocity of money:

vy =—Po+A =B -y +Ba-1:—é&. (2.23a)

As far as r, is concerned, it would be appropriate for a broadly defined monetary
aggregate to use the difference between the opportunity cost of money holdings and
the (weighted) yield paid on deposits included in the definition of money. If the yield
spread is stationary, however, the interest component in (2.23a) could not be held
responsible for the velocity of money’s trend behaviour. Under this assumption, the
functional specification of the demand for money would actually be tied fo current
income as the interest rate r drops out:

vy, =—Po+ A =By —&. (2.23b)

If the log velocity in time ¢ fluctuates randomly around a constant term, it
becomes v, , = vy + &;. With g being a stationary zero mean process, the equi-
librium level of log velocity would be v* = vy. Hence, calculating trend velocity
finally yields:

Vi =g+ (1= B1) -y, (2.24)

with y* log of potential output. If, for instance, 8; exceeds unity, the income veloc-
ity of money would predict a declining trend over time as long as potential output
is growing (assuming throughout that the opportunity costs of money holdings is
integrated of order zero (1(0)).

2.2.2 Some Empirically Testable Money Demand Hypotheses

In view of the findings above, there are some testable relationships which have
become important in empirical analyses of money demandfunctions (Herwartz &
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Reimers, 2006). To start with, one may be concerned with cointegration between
money, prices and real output, based on the static representation of real money,
which corresponds to:

m; — p: = Bo + B1y: + 2, (2.25)

excluding interest rates for reasons stated above, and with z, being a station-
ary stochastic process with zero mean. To test for cointegration, the potential
cointegrating relationship may be written to allow the interpretation of a price
equation:

pr = —Bo — Bi1y: + Bam; — 2. (2.26)

The first hypothesis to consider is then:

H, : p;, m, and y, are cointegrated with cointegration rank r = 1.
Second, deviations from the long-run relation should not affect the change in
output:

H, : Output is weakly exogenous.
Third, the coefficients of prices and money should be equal in absolute
terms:

H; : B, = 1 which suggests price homogeneity.
Fourth, if the cointegration relation is normalised such that the coefficient of
the price level is unity, the coefficient of real output is unity:

Hy: B =1,
implying that the velocity of money is constant in the long-run. If g; > 1,
trend income velocity follows a downward trend over time.

The Keynesian money theory has had a profound impact. Most importantly, it
has ended the dichotomy the (neo-) classical theory assumed between the econ-
omy’s real and monetary sector. Under the assumption that investment spend-
ing and the demand for money depend on the interest rate, the central bank, by
changing the stock of money and thereby affecting the interest rate, was sup-
posed to exert an impact on aggregate demand. Over time, elements of the Keyne-
sian money demand system have been developed further, particularly in portfolio-
oriented money demand theories.

Overview of Functional Forms of Money Demand

Table 2.1 summarizes the salient features of various functional forms which
are now widely used for estimating money demand functions.

The elasticity E of a variable M (such as, for instance, money) with respect
to another variable X (say, the interest rate) is defined as:
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Table 2.1 Functional forms of money demand

Model Equation Slope (= 4%) Elasticity (= %% §)
Linear Y =B+ BX B2 B (3)°
Log-linear or InY = g1 + faln X B (%) P2
log-log
Log-lin InY = g + X Ba(Y) Ba(X)*
Lin-log Y =8 +pnX B (%) B ()"
Reciprocal Y=8+58 (%) —B2 () el

Note: An asterisk indicates that the elasticity coefficient is variable, that is depending on the
value taken by X or Y or both.

£ Yochange in Y
" %change in X

_ (AY/Y)- 100
T (AX/X)-100

AY X
E="—"°=
AX Y

E = slope - (X/Y),

where A denotes a (small) change. If A is sufficiently small, it can be replaced
by the calculus derivate notation dY/dX.
Take, for instance, the following money demand function:

InM =g+ BInY + B3lnr +e, (2.27)

where M = (real) stock of money, Y = real output and » = interest rate and e
= i.i.d. error term. This equation can also be estimated using the level instead
of the logarithm of the interest rate:

InM =B+ B InY + Bsr +e. (2.28)

In Eq. (2.28), the coefficient of r represents the semi-elasticity. It shows by
how much percent the real demand for money changes in response to a change
in the interest rate of 1 percentage point (that is, for instance, the rate rising
from 5% to 6%).
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In contrast, Eq. (2.27) shows how the demand for money changes in
response to a given percentage point change in the interest rate (say, a one per-
cent change from 5.0% to 5.05%). That said, the semi-elasticity is defined as:

_dInM _ dM/M

2.2
dr dr (2.29)

B2

Source: Gurajati (1995), pp. 167-178.

2.3 Portfolio Oriented Money Demand Theory

2.3.1 Monetarist Money Demand

Milton Friedman (1956) extended Keynes’ speculative money demand within the
framework of asset price theory, treating money as a good as any other durable con-
sumption good. To Friedman, the demand for money is a function of a great number
of factors. His analysis refers to nominal magnitudes in the first place. Taking this
as a starting point, he derives the real money demand from nominal money demand
under certain assumptions.

Perhaps most important, Friedman maintains that it is permanent income — and
not current income as in the Keynesian theory — that determines the demand for
money. If W" represents market agents’ total wealth, which comprises all sources
of income — among them human capital and all consumable services —, and r is the
representative market yield, nominal income per period is: ©

Y'=Ww"-r

With W” and r assumed to be relatively stable, market agents’ permanent income
can be also expected to be rather stable when compared with current income.

More specifically, Friedman’s monetarist demand function for money can be
summarized as follows (Felderer & Homburg, 2005, p. 244):

. P oy"
L =f P,VB,/’E,_,—,U . (230)

- == P r

=) )

6Such a specification can be interpreted as an income or wealth hypothesis. See Meltzer (1963),
p- 220.
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According to Eq. (2.30), the nominal demand for money:

— is positively related to the price level, P, as market agents are expected to hold a
certain stock of real rather than nominal money balances. If the price level rises
(falls), the demand for money increases (decreases);

— rises (falls) if the opportunity costs of money holdings — that are bonds and stock
returns, rp and rg, respectively — decline (increase);

— is influenced by inflation, P/P (or: dP/dt). A positive (negative) inflation rate
reduces (increases) the real value of money balances, thereby increasing (reduc-
ing) the opportunity costs of money holdings. Whereas a one-off increase in the
price level would increase the demand for money, inflation — that is an ongoing
increase in the economy’s price level — will lead to a decline in money demand.

— is a function of total wealth, which is represented by permanent income divided
by the discount rate r, defined as the average return on the five asset classes in
the monetarist theory world, namely money, bonds, equity, physical capital and
human capital, v (which is, for the sake of clarification, explicitly shown in Eq.
(2.30)).

Furthermore, Friedman assumes that r, which cannot be measured directly, would
correspond more or less with g and rg, so that r (and v) can be dropped from the
equation:

P
Ln=f<P,rBJ’E,F,Y">. (2.31)

If market agents do not suffer from money illusion, a change in P and a change
in Y" by the multiple A will change the demand for money by the same amount
(homogeneity hypothesis of money demand):

P
k-L”=f(k-P,rB,rE,F,)»-Y”>. (232)

If (2.32) holds true for any arbitrary realisation of the parameter A, we can, for
instance, define A = 1/Y". Substituting this expression in (2.32) yields:

L L= f (i, e, VE, f, 1) and, by rearranging, (2.33)
y" yn P
L'=f (—P JIByTE, £ l) -Y". (2.34)
yn P

According to Eq. (2.34), Friedman’s demand for money is a stable function (i.e.,
f(.) times Y,) of several variables — rather than a numerically constant number as
is assumed in the (neo-)classical theory. The velocity of money v (= Y,/L, ) is the
reciprocal of f(.), which, according to (2.34), is equal to L,/Y,. That said, we can
write (dropping the “1”):
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—, / 7 —. - 1/’ —, 7 7 _. 1 (2 35)
v ’ ’ ’ ) 3 s ’ . .
P B E P B Y” B E P

Imposing market equilibrium, M = L", we arrive at the new formulation of the
equation of exchange:

yr p
M'V(?,"B,VE, F’):Yn, (2'36)

which actually restates the traditional specification of the quantity theory.

In this context it seems interesting to highlight the effect a one-off money supply
increase might exert on the real economy from the point of view of the Monetarists.
With the economy running at full capacity, a one-off increase in money supply of,
say, 5%, can be expected to increase (future) inflation. This, in turn, would reduce
peoples’ demand for money, thereby increasing the velocity of money v = Y"/M by,
say, 2%.

As a result, Friedman’s money demand function suggests that the percentage
increase in nominal income should be higher than a given percentage increase in
money supply, namely 7% in our example (that is 5% money growth plus a 2%
increase in velocity). However, as soon as the additional money supply has fully
translated into an increase of the price level, inflation returns back to its previous
level, increasing the demand for money, thereby lowering the velocity of money by
2%. Finally, after all adjustments have run their course, nominal output is expected
to have risen by 5%, corresponding to the increase in the stock of money. To sum up,
Monetarists would expect that a one-off increase in the money supply would exert
cyclical swings of the economy’s nominal income.

2.3.2 Post-Keynesian Money Demand Theory

Two characteristics of money provide the starting point for Post-Keynesian theo-
ries of money demand. First, the analysis of the transaction function of money has
brought forward inventory models. Second, the study of the store-of-value function
of money has inspired asset or portfolio model approaches, in which money is held
as part of market agents’ overall asset portfolios. Our discussion begins with the
inventory model approach to transaction balances.

2.3.2.1 Inventory Model Approach to Transaction Balances

Baumol (1952) and Tobin (1956) developed a deterministic theory of money
demand in which money was essentially viewed as an inventory held for transac-
tion purposes. Although relatively liquid financial assets other than money (such
as, for instance, time and savings deposits) offer a positive return, the transaction
costs of going between money and these assets justifies holding money. Inven-
tory models actually assume two media for storing value: money and an interest
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bearing alternative asset. What is more, inventory models state that there is a fixed
cost of making transfers between money and the alternative asset. Finally, it is
assumed that all transactions involve money as the means of exchange, and that
all relevant information is known with certainty.

Let us assume that a household receives a nominal income of PY in each period
(say, a month), spending if at a constant rate over the period. Money which is not
needed for purchasing will be put in an interest-bearing account. As goods are pur-
chased with cash, the household needs to go to his bank at least once (for converting
sight deposits into cash). Each visit to the bank has a nominal cost ¢ attached to
it, and ¢ should be thought of as the opportunity cost (such as time spent queuing,
shoe leather costs, fees for using online banking services, etc). If n is the number of
visits to the bank during the month, the monthly cost will be: n-c. To reduce costs,
the household might wish to hold more cash. However, holding more cash comes
at a cost in the form of foregone interest income. If i is the monthly interest rate on
the savings account (the alternative to cash), holding an average nominal balance M
over the month gives an opportunity cost of: 7 M. Figure 2.6 illustrates the average
transaction balance holdings as a function of n. PY denotes the incoming payment
per month. If, for instance, the household spends his money continuously over the
period, his money account is zero at the end of the month.

For evenly-spaced visits to the bank, the average money balance is PY/n. These
n trips occur every 1/nth of a month. The area of eachtriangle represents the average

A
PY One trip
[PY]/2
T=0 T=1
A
PY/2 Two trips
[PY/2]/2
T=0 T=1
A
PY/4 Four trips
Fig. 2.6 Number of bank l\ i\ I\ [PY/4]/2
trips and average money >
T=0 T=1

holdings
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money amount held between two trips. That said, the average money holdings as a
function of the number of bank trips, n, are:

average money holdings between n bank trips, M = }2)—” (2.37)
The opportunity cost is the foregone interest on the average money holdings:
opportunity costs = M -1i. (2.38)
Transaction costs are a function of the transaction costs per bank trip, ¢, and n:

transaction costs = c¢ - n. (2.39)

Total costs, TC, taking into account the opportunity costs of money holdings and
transaction costs, are therefore:

TC=M -i+cn. (2.40a)

Asn = %(remember that the average money holdings between n bank trips

amount to M = 123—3 ), one can write:

TCeM-itc LY (2.40b)
=M-i+c-—. .
oM

The optimization of money holdings is equivalent to:

. . min. .
]C lw l+C o 24()C

The minimum costs of money holdings are obtained by taking the first derivative
of equation (2.40c) with respect to M, setting the result to zero:

aTC . cPY
—_— =] — =
oM 2M?

(2.41)

Since the sufficient condition of a cost minimum is fulfilled (note that the realiza-
tion of the second derivation is positive), the optimal holding of transaction balances
is the following square root formula:

cPY
M* =./—= (2.42)
21

Expression (2.42) states that the optimal average money holding is:

— a positive function of real economic activity ¥,
— a positive function of the price level P,
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— a positive function of transactions costs ¢, and
— anegative function of the nominal interest rate i.

If we define the real cost of transactions, ¢"¢¥, as ¢ = ¢/ P, the square root

formula can be expressed in terms of real money demand:

M\ * crealy
(F) =5 (2.43)

The real demand for transaction balances in natural logarithms, m — p, can be
written as:

real

m—p=05In <C >+0.51nY—0.51ni. (2.44)

It is determined by the constant creal /2, real income and the interest rate. Accord-
ingly, the income elasticity of money is:

dM/P) dY _ dln(m—p)

ey y = 227D AL —0.5. 2.45
fmep ¥ = T0rp Y dinY (245)

The interest rate elasticity of money demand can be written as:

_dM/P) d_t _dln(m—p)

: —0.5. 2.46
M/P i dlni (246)

&iy

To conclude, in contrast to the Keynesian demand for transaction balances, the

transaction demand of Baumol and Tobin is also a function of interest rates. What

is more, the income elasticity suggests economies of scale of transaction money

holdings. A rise in real income by, say, 1 percentage point would, according to Tobin

and Baumol, be followed by a 0.5 percentage point increase in real balance holdings
— rather than a proportional increase as suggested by the transaction equation.’

2.3.2.2 Tobin’s Demand for Speculative Balances

Tobin’s mean-variance analysis of the demand for speculative money holdings is
in fact an application of the theory of portfolio choice. Tobin (1958) assumes that
the utility which people derive from their asset holdings is positively related to the
expected return of the portfolio and negatively related to the risk of the asset port-
folio, with the latter being measured by the variance (or standard deviation) of asset
returns.

An individual’s preference for return and risk can be illustrated by means of
indifference curves as shown in Fig. 2.7. In the expected return-risk-space, the indif-

"The approach to money demand derived in this section may, for instance, be also applied to
professional cash managers in large firms and, in particular, to investment and commercial banks’
management of base money holdings.
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Fig. 2.7 Indifference curves 4

in the mean-variance model Expected
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U,
U,
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Standard deviation of
expected return

ference curves slope upward because an individual is willing to accept more risk if
it is accompanied by a higher expected return. When we turn to higher indifference
curves, utility is higher because for the same level of risk, the expected return is
higher. Against this background, we now take a closer look at the mean-variance
model for explaining the demand for speculative balances.

To start with, we assume that fotal wealth, W, consists of the stock of money, M,
and the stock of bonds, B, that is:

W =M + B, (2.47)
where B represents the market value of bonds, that is the bond price, Py, times the

number of outstanding bonds, b. The expected return on a bond portfolio, R, is
determined by the interest payment, , and the expected capital gain, g:

RE=r-B+g-B=(@+g)-B. (2.48)
In contrast to Keynes, expected capital gains are no longer assumed to be known

with certainty but characterized by a measure of the distribution of possible returns
around the mean value:

g~ N@E. D).

where the expected capital gain is E(g) = g and the variance of the capital gain is
var(g) = 0[3.

If all bonds are assumed to have the same risk, o,, the total portfolio risk is:

op =0, B. (2.49)
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Solving (2.49) for B and inserting in (2.48) yields the transformation curve,
showing the opportunity locus of all possible combinations of R¢ and o, for alter-
native asset allocations:

r+g
Og

R =

- op. (2.50)

The utility function of a risk averter can be written as follows:

U AU 9*U
>0, — <0, — > 0. (2.51)

U =U(R", ,  where
(R, ap) IR dop 2 op

Note that the last inequality implies that the utility loss induced by risk becomes
increasingly larger — for a given level of return.
The optimal portfolio can be calculated by applying the Lagrange technique:

L=UR op)+r (Re ! gap> 5 max. (2.52)

Og

Differentiating (2.52) for R¢ and op, setting the first derivations to zero and solv-
ing for A yields:

iU
A=— and (2.53a)
JR¢
iU
=l e (2.53b)
dop r+g

Equating (2.53a) and (2.53b) and rearranging yields the optimum condition:

_W % U 523U, (2.54)
OR¢  dop r+3 dR¢ dop & '

Equation (2.54) shows that, in the optimum, the slope of the indifference curve
is equal to the slope of the transformation curve: the increase in utility from holding
an additional bond unit [(r + g) - (0U /9 R°)] equals the decline in utility from taking
additional risk [0, - 0U /00, ].

To calculate the actual portfolio structure, we make use of the total wealth restric-
tion (2.47): W = M + B. Solving for M and substitution B by the term op /0, = B,
we can write:

M=W - ial,, (2.55)
Og
which shows the demand for money as a function of total wealth, the individual risk
of bonds and the total bond portfolio risk.
That said, in Tobin’s theory of the demand for speculative balances individuals
are capable of holding money as well as bonds (mixed portfolios). This is different
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Fig. 2.8 Optimal portfolio and money demand

from Keynes and his liquidity preference theory, in which an individual holds either
money or bonds; in the liquidity preference theory, the possibility of holding mixed
portfolios is limited to the macroeconomic level.

The results are illustrated in Fig. 2.8. Quadrant 1 shows the demand for specu-
lative balances as a negative function of expected return insert eq. (2.50) in (2.55).
Quadrant 2 depicts the transformation curve (Eq. 2.50), represented by 7j. Quadrant
3 plots the relation between risk and bond holdings.

At point C(U)) the slope of the indifference curve equals the slope of the transfor-
mation curve, representing the investor’s optimum portfolio choice. Here, the bond
holding is B(r*, o,). The optimal money holding is L¢, corresponding to point C’.
In the following, the implications of three scenarios for the demand for money and
bond holdings shall be analyzed, namely a change in the investor’s estimate of (i)
return, (ii) risk and (iii) a change in taxes.

2.3.2.3 Re (i): Change in Expected Return

Let us assume that — starting from point C(Uy) — the bond yield rises from r* to 2r*.
As aresult, the transformation curve steepens (from 07 to ,077). The new optimum
is in point D(U). Bond holdings increase to B(2r*, o,) — with the risk-bond relation
remaining unaffected —, giving the new risk-bond relation at point D"’ in quadrant 3.
Accordingly, with a growing share of bonds in the portfolio, the demand for money
balances declines — along the liquidity preference curve in quadrant 1 L(o,) — from
L¢ to Lp-. That said, a given liquidity preference curve reflects different levels of
return expectations under a given risk perception.
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2.3.2.4 Re (ii): Change in Risk

Starting with the optimum portfolio in C(Uy), the assumption is that investors cut
their risk estimate in half, from o, to o,/2. As a result, the transformation curve
in quadrant 2 will double in slope, from 07} to ,07;. Consequently, the new opti-
mum point D(U;) corresponds to bond holdings of B(r*, o,/2), now expressed by
point D” in quadrant 3. With a higher share of bonds in the optimal portfolio, an
unchanged expected return of 7* implies a corresponding decline in liquidity prefer-
ence from L¢ to Lp. The liquidity preference curve becomes steeper, leading to this
new equilibrium D’’ in quadrant 1. That said, the change in risk perception entails
a change in the interest rate elasticity of the liquidity preference curve (note that an
unchanged demand for transaction balances is assumed). Generally speaking, the
Tobin model would suggest that for a given expected return the interest rate elastic-
ity of speculative money demand declines (rises) when the risk perception declines
(increases).

Heightened Investor Uncertainty and Money Holdings

The period between 2000 and 2003 provides an illustration of how changes
in investor risk and return perception can (temporarily) influence the demand
for money — as suggested by Tobin’s theory of the demand for speculative
balances. The early years of the 21st century were characterised by heightened
financial market uncertainty.

The key events include the bust marking the end of the IT-driven “New
Economy” boom, the terrorist attacks in the US on 11 September 2001, a
spate of accounting scandals on both sides of the Atlantic in the aftermath of
the equity market correction, and the start of the wars in Afghanistan in late
2001 and in Iraq in early 2003. All these events contributed in one way or
another to a significant and protracted fall and heightened volatility in global
stock prices from mid-2000 onwards.

As a consequence of strongly increased investor risk perception, extraor-
dinary portfolio shifts affecting monetary aggregates took place. These shifts
strongly influenced money growth in many countries in a way that could not
be easily explained by the conventional determinants of money demand, such
as prices, income and interest rates.

At the global level, precautionary and speculative motives significantly
influenced the overall demand for money during that period. The fact that
common global shocks might have influenced the demand for money in sev-
eral regions was illustrated by a rather close co-movement of the growth rates
of broad monetary aggregates during the period of heightened financial mar-
ket turmoil.

Figures 2.9(a to d) show annual money supply growth rates and measures
of stock market volatility in the US, the euro area, Switzerland and the UK for
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Fig. 2.9 Money demand in times of crisis
Source: Bloomberg; own calculations.

the period January 1996 to April 2008.3 In the currency regions under review,
the (drastic) increases in stock market volatility indeed appear to have been
accompanied by a growing demand for money. The ECB (2005, p. 73) came
to the conclusion that the crisis period from 2000 to 2003 “triggered consid-
erable flows into safe haven investments, especially monetary assets. Money
demand therefore increased significantly. Due to the increasing globalisation
of financial markets, shocks that increase global uncertainty are likely to have
a considerably stronger effect on euro area monetary holdings than in previous
decades.”

2.3.2.5 Re (iii): Increase in Taxes

Suppose the initial position of the investor is D(U;) on the transformation line 077,
with bond holdings of B(2r*, o) and money demand at Lp'. Now, investors cut in
half expected returns (from 2r* to r*) and perceived risk (from o, to 0,/2). The

81n the case of the US, Switzerland and UK, stock market volatility is expressed by the market
traded volatility index of the S&P’s 500; in the case of the euro area it is the V-DAX.
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transformation curve will remain unchanged at 07, and investors will still wish
to obtain the combination of risk and reward depicted by D(U;). This combination,
however, requires investors to double their holdings of bonds, that is moving to B(r*,
0,/2); the tax change moves the risk-consol relation from 0Qy to 0Q;. Accordingly,
the demand for cash declines from Lp: to Lp-.

Digression: Income Velocities of US Monetary Aggregates

Figures 2.10 (a—d) show the income velocities of US monetary aggregates — that is
M1, M2, M2-ST (the latter being M2 minus time deposits) — for the period 1960-Q1
to 2008-Q1 and the income velocity of M3 up to 2006-Q1. Two findings stand out.
First, the income velocities for all aggregates are not numerical constants, as sug-
gested by the (neo)classical quantity theory. Second, the income velocities tend to
exhibit rather pronounced swings over time.

(a)M1 (b)M2
11 1 2.2
10 -
9 2.0 -
8_
7 1.8
6_
5 1.6
4_
-7 4+
60 65 70 75 80 85 90 95 00 05 60 65 70 75 80 85 90 95 00 05
(c)M2-ST (d)yM3
3.5 1.8 -
3.0 -
1.6 1
2.5
1.4
2.0 -
3+ 2
60 65 70 75 80 85 90 95 00 O 60 65 70 75 80 85 90 95 00 O

Fig. 2.10 Income velocities of US monetary aggregates

Source: Bloomberg, Federal Reserve Bank of St. Louis; own calculations. — The velocities were
calculated by dividing nominal GDP by the stock of money. — M2-ST is M2 minus time deposits.
— Period: 1960-Q1 to 2008-Q1 (M3: until 2006-Q1)



116 2 Money and Credit Demand

Take, for instance, the income velocity of the stock of M1. Its trend pointed
upwards from the late 1960s until around 1981-Q1. From then on until the end of
1994, the trend of income velocity of M1 declined, and started rising thereafter.
In the period under review, the income velocity of M2 exhibited an upward trend,
accompanied with a rather strong rise in the early 1990s. By contrast, the income
velocity M3 suggests a long-term downward trend.

Time-varying income velocities of money do not necessarily indicate unstable
income velocities of the money. In fact, the crucial question is whether a monetary
aggregate’s income velocity — or, its reciprocal, the demand for money — is a reliable
function of various observable variables such as, for instance, output, prices, risk
perception, and interest rates. In that sense, changes in the income velocity would
reflect changes in its determining factors.

From the mid-1980s to the early 1990s, the income velocity of M2 was perceived
to be reasonably stable and the most reliable of the alternative money measures. M2
and nominal GDP had grown at approximately the same rate over the previous 30
years, suggesting a simple and robust relationship that provided monetary policy
makers with an uncomplicated framework for setting monetary targets. This rela-
tionship was summarized by the trendless long-run average of M2 velocity up to the
end of the 1980s.

Movements of actual income velocity of M2 away from this level were posi-
tively correlated with the opportunity costs of M2 holdings, measured as the spread
between the 3-months Treasury Bills rate and the weighted average returns on
deposits included in the stock of M2 (Fig. 2.11). When short-term interest rose,
opportunity costs of M2 holdings increased because the rates on components of M2
did not climb as fast as market interest rates.
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Fig. 2.11 Income velocity and opportunity costs of M2

Source: Federal Reserve Bank of St. Louis, Bloomberg; own calculations. — The income velocity
of the monetary aggregate was calculated by dividing nominal GDP by the stock of M2. — Period:
1970-Q1 to 2005-Q4. — Opportunity costs of M2 holdings is calculated by the 3-months Treasury
Bills rate minus the weighted average return of deposits included in M2.
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In the first half of the 1990, however, income velocity of M2 rose substantially
above its long-term trend level, despite a considerable decline in M2 opportunity
costs (Hallman & Anderson, 1993). Conventional M2 demand function, which mod-
elled the relationship between M2 and variables such as output and interest rates
began to go off track. As the link between M2 and GDP deteriorated, the forecast-
ing ability of M2 money demand equations suffered. Friedman and Kuttner (1992)
argued that by the early 1990s the relationship between M2 and GDP had weak-
ened,’ and in July 1993 Federal Reserve Chairman Alan Greenspan reported that:
“(...) at least for the time being, M2 has been downgraded as a reliable indicator of
financial conditions in the economy, and no single variable has yet been identified
to take its place.”

The difficulties in forecasting M2 spurred a fair amount of research examining
whether the deterioration in the M2 equation’s forecasting ability was temporary, or
whether more fundamental factors — such as flaws in the construction of the oppor-
tunity cost, the M2 aggregate, or both — were at work. Carlson and Parrott (1991),
and Duca (1992) argued that the existence of troubled US thrift institutions and the
length of time it took the Resolution Trust Corporation to resolve the thrifts’ diffi-
culties helped explain the weakness in M2.

Duca found that the change in the volume of cumulated deposits at resolved
thrifts accounted for a large part of the decline in M2 growth. Orphanides, Reid
and Small (1994) and Duca (1995) examined whether some of the weakness in M2
growth reflected a substitution by households away from M2-type deposits and into
bond and equity mutual funds. They found that this substitution effect appeared to
account for only a small part of the M2 weakness. Collins and Edwards (1994) tried
to restore the hitherto stable demand function by redefining M2 (that is including
additional instruments such as bond mutual funds in M2).

Carlson and Keen (1995) suggest that preliminary evidence indicates that the
relationship between M2, inflation, and output may have stabilized. The prediction
errors of the M2 demand model have essentially remained unchanged since 1992.
This is consistent with a permanent one-time shift in the level of M2 relative to
income. Such an outcome would be the case if the forces underlying the deceler-
ation of M2 — such as, for instance, restructuring of credit markets and financial
innovation — had worked themselves out.

Koenig (1996a, b) notes that attributing the slowdown in M2 growth to the thrift
resolution process had largely been abandoned in dealing with the demand for M2
function. The focus instead has shifted to an examination of the competitiveness
problems of financial intermediaries in the face of tighter regulations and stricter
capital standards. Koenig proposes an alternative approach by altering the oppor-
tunity cost measure to include a long-term Treasury bond rate in the M2 demand
function.

9The work of Estrella and Mishkin (1997) provided further support for this finding.
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Lown, Peristiani and Robinson (1999) argue that the financial conditions of
depository institutions were a major factor behind the unusual pattern of M2 growth
in the early 1990s. By constructing alternative measures of M2 based on banks’ and
thrifts’ capital positions, the authors show that the anomalous behavior of M2 in the
early 1990s disappears. After accounting for the effect of capital constrained insti-
tutions on M2 growth the unusual behavior of M2 velocity during the early 1990s
can be explained, and a more stable relationship between M2 and the ultimate goals
of policy can be established. Lown and Peristiani conclude that M2 may contain
useful information about economic growth during periods when there are no major
disturbances to depository institutions.

Following Carlson and Keen (1995), the income velocity of M2 shall be esti-
mated on the basis of a level shift variable which takes account of the rise in
income velocity starting in the early 1990s. The shift parameter takes the value
of 0 from 1970-Q1 to 1989-Q4, then rises linearly to 1 until 1994-Q4 and remains
constant thereafter. The estimation result is shown in Fig. 2.12(a), which depicts
the actual and estimated income velocity of M2 and the deviation from mean
(residual).

Following the adjustment suggested by Carlson and Keen (1995), the histori-
cal relation between deviations of income velocity from its long-run trend and M2
opportunity costs can actually be restored (Fig. 2.12b). One implication of this result
might be that M2 velocity has stabilized at a higher level, while the short-run rela-
tionship between swings in the income velocity of M2 and the opportunity cost of
M2 holdings has remained basically unchanged.

(a) M2 velocity, actual, fitted (trend) and residual (b) M2 velocity's deviation from its mean and
and deviation opportunity costs
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Fig. 2.12 Actual and estimated income velocity of M2
Source: Bloomberg; own calculations. — With Carlson and Keen (1995), the trend income veloc-
ity is estimated to 0 from 1970-Q1 to 1989-Q4, thereafter rising linearly to 1 until 1992-Q4 and
remaining constant at that level. — The regression is: VM2, = a + TL, + &;, where VM2 = income
velocity of money, 7L takes account of the level shift in the income velocity of M2, ¢, is i.i.d.
“white noise” error term. — Period 1968-Q1 to 2005-Q4.
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2.4 Money-in-the-Utility Function and Cash-In-Advance Models
of Money Demand

An alternative theoretical explanation of why people wish to hold money can be
found in money-in-the-utility-function (MUF) and cash-in-advance (CIA) theories
of money demand. Both approaches do justice to the notion that people derive utility
from holding money.

2.4.1 Money-in-the-Utility Function of Money Demand

The utility function of a representative market agent is:

Zﬁs ’ (Cs, MSS) , (2.56)

where f is the discount factor, C real consumption, M, nominal stock of money
(acquired at the beginning of period ¢ and held to the end of 7), and P is the price
level. We assume further that the marginal utility of consumption and real money
holdings is positive, and that the utility function is strictly concave.

What is more, it is assumed that in a one-good-only open economy the purchas-
ing power parity (PPP) holds:

P, =g P (2.57)

where ¢ represents the price of foreign currency in domestic currency. Since P* is
assumed to be constant, the domestic price level P is expressed by the exchange
rate €.

Now assume that a market agent’s utility depends on consumption and leisure so
that:

alogC + (1 —a)log(L — L), (2.58)

where L — L, denotes leisure, and o (1 — o) shows the portion of an individual’s
limited budget that is devoted to consumption (leisure), with 0 < o < 1.

Now let us assume that an individual’s leisure is an increasing function of real
money holdings relative to consumption:

- (M, PN’
L—-L=L—/— , (2.59)
G

with0 < 8 < ﬁ. When combining equations (2.58) and (2.59), one yields:

M,
[ — (1 — c)llog C; + B(1 — o) log " (2.60)
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As Eq. (2.60) shows, real money holdings have now entered a market agent’s
utility function and, as a result, provide an explanation why people may wish to
hold money balances.

2.4.2 Cash-in-Advance Models of Money Demand

An alternative way of formulating the demand for money is to assume a cash-
in-advance (CIA) restriction (Clower, 1967). The CIA model represents a rather
extreme micro-founded transaction approach to the demand for money: money
demand is determined by the need to make purchases rather than economizing. In
a popular variant of the CIA model (Lucas, 1982), agents must acquire currency in
period ¢ — 1 to cover the consumption purchases they make in period ¢ (Obstfeld &
Rogoff, 1999, p. 547). The market agent’s challenge is to maximize the utility (U)
of consumption (C) according to the following equation:

U =Y B 'u(Cy), (2.61)

where S is the discount factor. Money does not enter the utility function. However,
Eq. (2.61) is subject to the individual market agent’s budget constraint, which is:

Mt—l
o TV G -1, (2.62a)

t

M,
Bt+l+?=(1+r)Bl+
t

where B represents holdings of bonds issued by non-residents (we assume, for sim-
plicity, that residents don’t issue debt), which are denominated in terms of real out-
put, Y is real income and T are real taxes. The timing convention is that M, is the
nominal stock of money which is accumulated during period ¢ and then carried over
into ¢+ 1.

What is more, the CIA constraint is:

M;_; > PG, (2.62b)

that is nominal consumption spending in # must be lower or equal the stock of nom-
inal money held in # — 1. What about the interest rate (that is the opportunity cost)
of money holdings? If the interest rate is positive, people wouldn’t want to hold
money in excess of next period’s consumption spending, as they could earn a return
by investing the money. If the nominal interest rate is zero, the CIA constraint is:

Mt*l == PtCt' (2620)

Using (2.62c¢) to eliminate M, and M,_; from Eq. (2.62a) yields:

Py
Biyi=0+rB +Y, —T — P + Cry1s (2.63)

t
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note that the last term on the right hand side of (2.63) is from substitution M,/ P, =
(Py4+1/P,)C,41; its meaning will become clear shortly.

The intertemporal Euler condition can be calculated by maximizing the following
function with respect toBy:

= P,_
Ut = Zﬂ‘“_tu {Tl[(] + I”)BA-,I — BS + Ys,1 — Tsl]} . (264)
—r s

Because we have C;, = M,_;/P,, with M,_; given in ¢, C, is predetermined —
given by past history — in the individual’s maximization problem, and therefore not
subject to choice on date 7.

Differentiating (2.64) with respect to By (for s > t) yields:

Ps—l

/ R?
w(Cs)=U+r)

] P Bu'(Cyy1). (2.65)

Now we take recourse to the Fisher parity, which expresses the nominal interest
rate as the real interest rate plus inflation:

I +isp = A +7r)(Peyi/ Py). (2.66)
Dividing both sides of (2.65) by 1 + r and using (2.66) yields:

/ /
W) (14 C) (2.67)
1+ I+ i
According to Eq. (2.67) the additional cost for money held between s — 1 and
s is i;. The cost is iy for money balances held between s and s + 1. Note that
consumption involves an additional cost, as the agent component must wait one
full period between the date he converts bonds or output into cash and the date he
can consume. In that sense the nominal interest rate acts as a consumption tax. In
a stationary equilibrium (constant money growth), nominal interest rates and the
implied consumption tax are constant, and Eq. (2.67) would equal the usual Euler
equation (2.64).
It is important to note that the money demand equation for this kind of CIA model
is determined by consumption, rather than by total income:

M,
P

=C,. (2.68)

In this simple CIA model, anticipated inflation does not affect money demand (as
it would, for instance, in Friedman’s theory). As this is theoretically unappealing,
Lucas and Stokey (1987) developed a model which combines the features of the CIA
and the MUF approach. Cash needs to be held to finance consumption purchases,
but the agent has some flexibility in allocating consumption between goods subject
to the CIA constraint (cash goods) and goods that can be purchased in exchange
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for securities (credit goods). This feature of the CIA constraint generates a non-zero
interest rate elasticity of real money demand.

A simple variant of the CIA model as put forward by Helpman (1981) and Lucas
(1982) gives consumers the opportunity to use cash acquired in period ¢ for con-
sumption later in period . The producers of goods who receive the cash must hold
it between periods. The CIA constraint (2.62b) is then:

M; > P;C;. (2.69)

Here, inflation does not affect consumption decisions. However, the model holds
that inflation influences the budget constraints of producers. The latter would hold
money between periods in proportion to current sales, so that inflation becomes a
production tax rather than a consumption tax in this model.'?

2.5 Estimating Money Demand Functions for the US
and the Euro Area

2.5.1 Money Demand in the US

During the 1980s, M2 became the primary intermediate target of US monetary pol-
icy. Since the early 1990s, however, the reliability of money measures as targets
or indicators of monetary policy has been called into question. In 1993 the FOMC
“downgraded” the role of M2. Though the “traditional” M2 relation broke down
somewhere around 1990, there is some evidence that the disturbance might be a
permanent upward shift in M2 velocity, which began in the early 1990s and was
largely over by 1994. In terms of the monetary aggregates MZM and M2M, Carl-
son, Hoffman, Keen, and Rasche (2000) found strong evidence of a stable money
demand relationships through the 1990s.

To revisit the issue, the long-run demand function for US monetary aggregates
can be formulated as:

m, — pr = o + iy — BailPP Y+ Badum, + &, (2.70)

where m;, is the stock of money, p;, is the GDP deflator, y, is real output (all variables
in natural logarithms). The opportunity costs of money holdings is the difference
between the 3-months money market rate and the yield of money included in M2:

PP = In(1 i7" /100) — In(1 4 iM2 2 7€ 1100). (2.71)

Finally, dum is a dummy variable, taking the value of 0 from 1968-Q1 to 1989-
Q4, then dum rises linearly to 1 until 1994-Q1 and remains at that level thereafter

10See in this context also the work of Aschauer and Greenwood (1983).
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Sample periods
1970-Q4 to 1970-Q4 to 1970-Q4 to 1970-Q4 to

1989-Q4 1995-Q4 2000-Q4 2005-Q4
L. Long-run relation
Vi -8.862 -0.872 -0.877 -0.862
(0.014) (0.012) (0.022) (0.045)
ioppommit)' 3.255 3.264 4.177 7.313
! (0.296) (0.275) (0.485) (0.905)
Dum - 0.139 0.115 0.089
(0.011) (0.014) (0.030)
Constant 3.901 3.979 4.014 3.826
Unit root tests:
Lag 2 -3.02[0.03] | -3.42[0.01] | -3.09[0.02] | —2.89 [0.04]
Lag 4 -3.21[0.02] | -3.63[0.00] | -3.09[0.02] | —2.95[0.04]
Lag 6 —4.72[0.00] | -5.25[0.00] | —4.15[0.00] | —3.79 [0.00]
1. ECM
Lags 2 2 2 2
ECi-1 -0.334 -0.300 -0.158 -0.055
R? 0.61 0.61 0.57 0.51

Fig. 2.13 Long-run demand for US real M2, conventional

Source: Federal Reserve Bank of St. Louis, Thomson Financial; own calculations. Legend: The
price level is approximated by the GDP deflator, y; is real output (in natural /n). The opportunity
costs of money holdings is the difference between the 3-months money market rate and the yield
of money included in M2: if”p”m‘my = In(1 + i3=™hs /100) — In(1 + iM2 ownrate 1100); dum is a
dummy variable, taking the value of 0 from 1970-Q4 to 1989-Q4, then dum rises linearly to 1 until
1994-Q4, and remains constant at that level thereafter. — EC represents the error correction term of
the first difference equation. — Lags in quarters. — (.) are standard errors, [.] p-values. — Results of
the ADF-tests.

(Carlson, Hoffman, Keen, & Rasche, 2000). Figure 2.13 shows the cointegration
results following the Johansen methodology for four sample periods.

The Johansen Procedure — an Overview

The finding that many macroeconomic time series may contain a unit root has
encouraged the development of the theory of non-stationary time series analy-
sis. Engle and Granger (1987) pointed out that a linear combination of two or
more non-stationary series may be stationary. If such a stationary linear com-
bination exists, the non-stationary time series are cointegrated. The stationary
linear combination is called the cointegrating equation and may be interpreted
as a long-run equilibrium relationship which exists among the variables under
review.

The purpose of the cointegration test is to determine whether a group of
non-stationary series are cointegrated or not. The presence of a cointegrat-
ing relation forms the basis of the vector error correction model (VEM). To
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outline the Johansen (1988, 1991, 1995) und Johansen und Juselius (1990)
cointegreation technique, we start with a vector autoregressive (VAR) model
of order p:

Vvi=Ay—1+...+A,y_p+ Bx, +¢ 2.72)

where y; is a vector of non-stationary /(1) variables, x; is a d-vector of deter-
ministic variables, and &, is a vector of innovations. We can rewrite the VAR
as:

p—1
Ay, =Ty, + Y _TiAy_i + Bx, + &, (2.73)
i=1
where
P P
M=) A —Iand[;=— ) A;. (2.74)
i=1 j=i+1

Granger’s representation theorem asserts that if the coefficient matrix I7
has reduced rank (such that r < k), then there exist k x » matrices & and 8 each
with rank 7 such that IT = ¢’ and B'y; is 1(0). r is the number of cointegrating
relations (the rank) and each column of g is the cointegrating vector. The
elements of « are the adjustment parameters in the VEC model. Johansen’s
method is to estimate the /7 from an unrestricted VAR and to test whether we
can reject the restrictions implied by the reduced rank of I7.

To determine the number of cointegrating relations conditional on the
assumptions made about the trend, one can proceed sequentially from r =
0 to r = k — 1 until one fails to reject the null hypothesis. The trace statistic
tests the null hypothesis of r cointegrating relations against the alternative of
k cointegrating relations, where & is the number of endogenous variables, for
r=0,1, ..., k— 1. The alternative of k cointegrating relations corresponds to
the case where none of the series has a unit root and a stationary VAR may be
specified in terms of the levels of all of the series. The trace statistic for the
null hypothesis of 7 cointegrating relations is computed as:

k
LR, (rlk) = =T ) log(l — ;) (2.75)

i=r+1

where A; is the i-th largest eigenvalue of the /T matrix. The maximum eigen-
value statistic shows the results of testing the null hypothesis of r cointegrat-
ing relations against the alternative of r + 1 cointegrating relations. This test
statistic is computed as:
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LRy (r|r + 1)

—T log(1 + A,41)
LR, (rlk) — LR, (r|r + 1) (2.76)

forr =0,1,...,k—1.

The estimated coefficients of the long-run demand for real M2 exhibit economi-
cally plausible signs and magnitudes. For all sample periods, the income elasticity
of money demand remains in a relatively narrow band of between 0.88 and 0.86. The
variability of the interest rate elasticity is much stronger, though, varying between
3.26 for the period 1970-Q4 to 1989-Q4 and 7.31 for the total period under review.
The results of the ADF-tests suggest that the null hypothesis of a unit root in the
residuals can be rejected at standard levels for all estimations. That said, the find-
ings seem to indicate that there is a long-run relation between real money demand,
real output and the opportunity costs of money holdings in the US. Also, the error
correction terms (EC) are statistically significant and have a negative sign, suggest-
ing that deviations of real money holdings from the level suggested by the long-run
equation are corrected over time.

Figure 2.14(a) displays the EC terms of the estimation results for the four sample
periods. As can be seen, the EC terms fluctuate around the zero line, reflecting the
fact that real M2 holdings tend to deviate temporarily from the long-run equilibrium
value. What is more, the longer the sample periods are for which the coefficients
were estimated, the higher is the volatility of the EC term. This could suggest that
in the 1990s, in addition to the long-run determinants of money demand, numerous
additional factors (shocks) might have affected money demand.

In a second step, the demand for real M2 balances is analysed using a different
definition of the price level. In fact, the price level was calculated as a weighted

(a) Price level defined as the GDP deflator (b) Price level defined as a weighted average of
GDP deflator and house price index
0.3 - ——1970-Q4 — 1989-Q4 0.3 ——1970-Q4 — 1989-Q4
1970-Q4 — 1995-Q5 1970-Q4 — 1995-Q5
024 — 1970-Q4 - 2000-Q4 024 —— 1970-Q4 — 2000-Q4
—1970-Q4 — 2005-Q4 —1970-Q4 — 2005-Q4
0.1 0.1 4
0.0 1 A~ 0.0 +— / W&M
0.1 A -0.1 1
-0.2- -02-
70 75 8 8 90 95 00 05 70 75 8 8 90 95 00 05

Fig. 2.14 Deviation of US real M2 holdings from equilibrium
Source: Federal Reserve Bank of St. Louis, Thomson Financial; own calculations.
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Sample periods
1970-Q4 to 1970-Q4 to 1970-Q4 to 1970-Q4 to
1989-Q4 1995-Q4 2000-Q4 2005-Q4
I.Long-run relation
¥, -0.779 -0.799 -0.806 -0.797
(0.024) (0.019) (0.019) (0.021)
i opportunity 3.522 3.458 3.767 4.292
(0.452) (0.370) (0.392) (0.388)
Dum - 0.141 0.131 0.126
(0.016) (0.012) (0.014)
Constant 4.505 4.676 4.732 4.646
Unit root tests:
Lag2 —-3.96 [0.00] —4.11 [0.00] —-3.98 [0.00] —4.17 [0.00]
Lag 4 -3.43[0.01] -3.50[0.01] -3.41[0.01] -3.65 [0.00]
Lag 6 -4.59 [0.00] —4.75 [0.00] —4.63 [0.00] —4.81 [0.00]
ILECM
Lags 2 2 2
EC,, -0.193 -0.168 -0.146 -0.116
R? 0.52 0.54 0.54 0.49

Fig. 2.15 Long-run demand for US real M2, amended
Source: Federal Reserve Bank of St. Louis, Thomson Financial; own calculations. Legend: The
price level is the weighted average of the GDP deflator (80%) and the US housing price index

(20%), y, is real output (in natural /n). The opportunity costs of money holdings is the difference

between the 3-months money market rate and the yield of money included in M2: i;"” ortunity

In(1 + 375 /100) — In(1 + M2 ownrate /100); dum is a dummy variable, taking the value of 0
from 1970-Q4 to 1989-Q4, the dum rises linearly to 1 until 1994-Q4, and remains constant at that
level thereafter. — EC represents the error correction term of the first difference equation. — Lags in
quarters. — (.) are standard errors, [.] p-values. — Results of the ADF-tests.

average of the GDP deflator and a US wide housing price index. The underlying
idea is that market agents might hold nominal M2 balances in relation to a price
level much broader defined than the GDP deflator (or, for that matter, the consumer
price index). The estimation results are shown in Fig. 2.15.

As in the conventional estimation, income and interest elasticity of money
demand have plausible signs and magnitudes. Especially in the period 1970-Q4 to
2005-Q4 the interest elasticity rises only slightly compared to the sub-periods and
the conventional estimation results. Again, the EC terms are statistically significant,
suggesting that money holding disequilibria are reduced over time.

Figure 2.14(b) shows the EC terms for the estimates above. The volatility of the
EC terms is much smaller than in the conventional estimates. With the parameters of
the long-run demand function for real M2 being relatively stable for all sub-periods
under consideration, it seems that using a weighted price level might be a promising
approach to formulate and (re-)establish a stable demand for money function in
the US.
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Stock Prices in the Demand for Money Function

To highlight the long-run relation between stock prices, dividend yields and
central bank short-term interest rates, the arbitrage model of Cassola and
Morana (2002) will be outlined. It can form a theoretical framework for inte-
grating the stock market into the demand for money theory.

Money Demand

The demand for real money, rm, is defined as a function of output, y, and a
vector of relative asset returns:

rm; = g1y — ¢'se, 2.77)

where s; is a vector of yields of alternative assets and ¢ is a vector of
parameters. It is assumed that there is a stationary combination of the yield
spreads:

¢/Sl = Em,t 1(0) where Erm,t = P1Erm,1—1 + Us.t is an AR(1)
with p; < 1 and v, , white noise.

Term structure of interest rates

The first arbitrage relationship is between short- and long-term yields:

Iy =i+ ¢+ Elts (2.78)

where &, = pr&1,—1 + i, with pp < 1 and v;, white noise. The expectation
theory of the term structure of interest rates can be written in logarithmic form
as:

1 n—1
== Eifir]+ (2.79)
j=0

where /; is expressed as an average of expected one period yields, E; [i,+ j],
¢; is a term premium and # is the maturity of the bond. Substracting i, from
both sides yields:

n—1

1S 1
Li—ir ==Y E/lirj—i]+dwith=) E [irs; —is] =&, (2.80)
n n
i=0 j=0
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Fisher Parity

The second arbitrage relationship is the Fisher parity. It links the long-term
asset return, i, with the short-term interest rate:

iy = Gpp + 27t + iy, (2.81)
where ¢, represents the real short-term interest rate plus the inflation risk

premium and €;; = p3&;;—1 + Vi, with p3 < 1 and v; , white noise.
The real asset return can be formulated as:

I+ p; =1+ p)exp(e,,). (2.82)
The Fisher parity for the short-term interest rate can be written as:
1+ R = (1 + prp)(1 + 775 ) explerp,i+1)- (2.83)

R, is the gross nominal return on a short-term investment for the period #
01+ 1. &) = Pa€rpi—1 + Upp,; is the error term reflecting fluctuations in the
real return and inflation with p4 < 1 and v, , white noise.

The expected inflation is given by:

I+ 7)) =1+ ) exp(ug= ), (2.84)

where v+, is a stationary process.
Inserting (2.82) and (2.84) in (2.83) yields:

L4+ Ry = (14 p)(A + 70141) €Xp(&rp,i1 + €p i1 + Unv141)- (2.85)
For the long-term asset return, one yields the log-linear approximation:

ir=p+ Erp,t + T + Ep,t+1 + Ursr+1, (286)

which actually represents Eq. (2.81) if the unity coefficient on actual inflation
is dropped. If (2.81) is inserted in (2.79) one yields:

li = @pp + Q1 + G200 + &ip + Eiss (2.87)

which represents the long-run Fisher parity.
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Stock Market and Output

The third arbitrage relation links the stock market to real output:

fi=0r+ 3y + e, (2.88)

where f; is the log real stock market capitalization and e 5; = ps&f,—1 + vy,
with ps < 1 and vy, white noise. The present value model is:

oo

E:E,E:a+mﬂaﬂ , (2.89)
j=1

where F; is the real stock market capitalization, v is the real risk-adjusted
discount rate and D; is the real dividend paid at time t. Assuming a constant
rate of growth for dividends (g), the Gordon (1962) growth model is:

F, = D,. (2.90)
v—g

If dividends are constant over time, the formula can be reduced to:

D
= =, (2.91)
F;

where the dividend yield D, /F; equals the real risk-adjusted rate of return on
capital.
The relation between real dividends and output is:

D, = kY, exp(eq,). (2.92)

with €4, = pe€a.1—1+va, With ps < 1 and v, ; white noise, so that Eq. (2.88)
can be written as:

1+g
fi=In ” +1Ink + @3y + €4y (2.93)

Equations (2.86) and (2.93) have important implications for the relation
between the bond and stock markets. If dividends are assumed to be constant
the equation above can be written as:

fi— sy =—Inv+Ink + &g, (2.94)
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The long-term real yield is:

Iy — o, = p + Erpt T Ept + ¢+ Urrr + €11 (2.95)

The relation between stock prices and the return on capital would be:

—Inv+Ink+e4; = p+&p; + Upss + €14 (2.96)

These relations suggest that there should be a stable linkage between the
stock market, inflation, long- and short-term interest rates as set by the central
bank.

Source: Cassola and Morana (2002).

2.5.2 Euro Area Money Demand 1980-Q1 to 2001-Q4

Empirical evidence supports the existence of a stable long-run relationship between
money and output in the euro area (Bruggemann, Donati, & Warne, 2003). In fact,
there is evidence that broad money demand has been more stable in the euro area
than in other large economies (Calza & Sousa, 2003). First, some of the factors
affecting money demand stability outside the euro area were country-specific. Sec-
ond, the impact of financial innovation was relatively small in the euro area. Third,
money demand in the euro area may have been more stable because it is an aggre-
gation of money demand functions in individual countries. Figure 2.16 provides a
selection of studies of the euro area demand function for broad money.

A first impression on the properties of the demand for money in the euro area
can be derived from taking a look at the income velocity of M3 (Fig. 2.17(a)). In
the period 1980-Q1 to the end of 2001 a linear function approximated the trend
decline of M3 income velocity quite well. Thereafter, velocity appears to fall much
stronger, indicating that money supply growth was markedly higher than nominal
income growth. Figure 2.17(b) shows the deviations of actual income velocity from
two trend lines, one calculated for 1980-Q1 to 2001-Q4 and one calculated for 1980-
Q4 to 2005-Q4.

Given possible interdependencies among the variables which are typically seen
as representing the explanatory variables of the long-run demand function for
money, the latter cannot be estimated as a single equation. In fact, the demand for
money should be estimated with a cointegration approach (Johansen, 1995). The
individual equations of the system are as follows:

m; — pr = Por + By + Boril + Baaif + Bari + Bsam, + & (2.97)

it = Poo + Boail + Panil + Bsami + o (2.98)
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Authors Sample Money demand

Brand & Cassola 1980:1 -

(2000) 1999:3 m,—p, = 1.221y, - 1.61i/

Coenen & Vega 1980:1 —

(2001) 1998:4 m—p, =1.125y - 0.865(i — i’ ) —1.512x,
Funke 1980:3 —

(2001) 1988:4 m,—p, =1.21y, —0.3i] + 0.06 D86
Brand et al. 1980:1 —

(2002) 2001:2 m—p,=1.34y, —0.45i
Golinelli & Pas- 1980:3 —

torello (2002) 1997:4  m—p, =1.373y, = 0.68i,
Kontolemis 1980:1 —

(2002) 2001:3 m,—p, =1.373y, - 0.451i;
Holtemoller 1984:1 —

(2004) 2001:4 m,—p, =1.275y, —0.751i,1
Miiller 1984:1 —

(2003) 2000:4 m,—p, =1.57y, —2.22i +1.87i’
Bruggemann 1981:3 -

et al. (2003) 2001:4 m,—p,=1.38y, = 0.81i’ +1.31i
Dreger & Wolters 1983:1 —

(2006) 2004:4 m—p,=1.24 y, + 5.167,

Fig. 2.16 Examples of euro area money demand studies

Source: Nautz and Ruth (2005, p. 9) — Description of the Variables: m: (log) nominal money sup-
ply, p (log) price level, y (log) gross domestic product (GDP), i,’ long-term nominal interest rate,
iy short-term nominal interest rate, i own rate of M3 (see Bruggemann et al., 2003, p. 37), =,
annualized quarterly inflation (derived from GDP deflator; see Coenen & Vega 2001, p. 731), D86
dummy variable (see Funke, 2001, p. 705; also Coenen & Vega, 2001, p. 733)

The first equation represents the demand function for real balances (m, — p;),
depending on real income (y;), the long- and short-rate (that is i/ and i¥, respec-
tively), the M3 own rate (i), and inflation (mr;, that is the first difference of the
logarithm of the quarterly GDP deflator, annualized). The second equation relates
the short-term interest rate to the long-term interest rate, the M3 own rate and infla-
tion; combined the second equation captures the Fisher parity and the term structure
of interest rates (Belke and Polleit, 2006). The time series are shown in Fig. 2.18.

Combining the variables in a vector X, = (m, — p;, y;, if, i7,i’, ;) , the model
can be formalized as ﬁ/X ;= &, Or:

my — Pt

LF

RN

BX, = =181 0 B31Bap O
! 0 0 Baa —1 BsasPso2

| &1
&2

~. o~ o~
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(a) Income velocity, acutal and trends (b) Deviations from trend
0.42 - Actual 0.04 4 Deviation from trend 1980-Q1 to 2001-Q4
;reng 2}328*8} :0 588;782; Deviation from trend 1980-Q1 to 2005-Q4
""" ren - 0 -
0.40 A 0.03 A
0.38 A
0.02
0.36
034 0.01 4
0.32 0.00
0.30 A
—0.014
0.28
026 . . . . ~ —0.02-
80 85 90 95 00 05 80 85 90 95 00 05

Fig. 2.17 Euro area M3 income, actual and trend, and deviations from trend
Source: ECB, Thomson Financial; own estimates. Income velocity was calculated by substracting
the stock of M3 from nominal GDP (all variables in logarithms). Period: 1980-Q1 to 2005-Q4.

(a) Real stock of M3? (b) Real GDP
42 - F42 744 - 7.4
4.0 L4073 4 7.3
3.8 L3872 4 7.2
3.6 L3670 4 L 7.1
34 L34 7.0 4 L 7.0
32 L3269 4 L 6.9
0 +———"+-r-r-r-r—r-r—r—rrr—r—rrrrrrrr—r—-30 68 Lt 68

80 82 84 86 88 90 92 94 96 98 00 02 04 80 82 84 86 88 90 92 94 96 98 00 02 04

(c) Interest rates (d) Inflation®

20 1 Long-term rate 120 129 Congumer price index —— GDP deflator r 12

— Short-term rate
——— Yield on M3 deposits

NT— -

04— O 0T T e — O

80 82 84 86 88 90 92 94 96 98 00 02 04 80 82 84 86 88 90 92 94 96 98 00 02 04

Fig. 2.18 Euro area money demand, data overview

Source: ECB, Thomson Financial. *Logarithm of the stock of M3 minus logarithm of GDP deflator.
YFirst difference of the log of the quarterly consumer price index and GDP deflator, annualized.
Period: 1980-Q1 to 2005-Q4.
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For the period 1980-Q1 to 2001-Q4, the cointegration analysis between real stock
of money, GDP, long- and short-term interest rates, the M3 own rate and inflation
yields the following results:

m;y — P
1-135 0 0004 0 0 Y
3’X _ (0.04) (0.0001) L
=10 0 028 1 —1.71-081 it
0.10 (0.15) (0.10) i°
t
Ty

Chi-squared (4) = 0.68 [0.88]; standard errors in brackets.

Examining the first cointegration relation (that is the first row), which resembles
along-run money demand relation, one finds that the estimated coefficient on output
is 1.35. It is greater than unity and of a similar magnitude indicated by earlier studies
on euro area money demand (Brand & Cassola, 2000; Golinelli & Pastorello, 2002;
Calza, Gartner, and Sousa, 2001). The demand on real money holdings increases
(declines) if the short-term interest rate declines (rises), as suggested by the coef-
ficient 0.004. Turning to the second vector (that is the second row), the coefficient
on the long-term interest rate (0.28) suggests that long-term interest rates rise when
short-term rates decline and vice versa. What is more, the yield on M3 holdings and
inflation move up (down) when short-term rates fall (rise).

Overall, real money, real income, long- and short-term rates, the M3 own yield
and inflation are trending together and form two long-run, or steady state, relations,
where the first vector can be interpreted as the long-run money demand. Figure
2.19(a) and (b) show the residuals of the cointegration relations. The ADF-tests
suggest that the null hypothesis of a unit root in the residuals can be rejected.

Alternatively, a money demand system might be modelled taking into account
stock markets. In this case, a three equations system might be formulated:

m; — pe = Boi + By + Poril + Barif + Baim + Psis + s (2.99)
il = Pon + Bapil + Paomi + &2 (2.100)
st = Bos + Braye + &3 (2.101)

The first equation represents the long-run demand function for real balances
(m; — p;), depending on real income (y;), long- and short-rates (that is if and i,
respectively), inflation 7, (first difference of quarterly changes in the GDP deflator,
annualized) and real stock performance, s;. The second equation shows the com-
bined Fisher parity and the term structure of interest rates. The third equation relates
real stock market performance with real GDP. The result of the cointegration analy-
sis for the period 1980-Q1 to 2001-Q4 is shown below:
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(a) Residual of the long-run demand function for (b) Residual of the combined test of the (i) term

real M3 holdings structure of interest rates and (ii) Fisher parity
0.05 1 39
0.04
0.03 1 2
0.02 A
0.01 - /\.\ 14
0.00 A V
—0.01 A 0 1
—0.02 A
—0.03 A -1 A
~0.04 -
-0.05 - 2 -
80 85 90 95 00 80 85 90 95 00

Fig. 2.19 —Estimated cointegration relations for euro area M3 money demand over the period
1981-Q1 to 2001-Q4

Source: ECB; Thomson Financial; own calculations. — The ADF-tests reject the null hypothesis of
a unit root in the residuals at the 5- and 1-percent level, respectively.

m; — P

1-1.3800.012 O 0 0
0.02)  (0.00) ylt
0 0 1 —-0.197 -0.266 0 L
(0.06) (0.09) i
0 1 0 0 0 —-0.166 P
(0.01) 4
St

Chi-squared (5) = 6.04 [0.19]; standard errors in brackets.

The first vector might be interpreted as the long-run demand for real balances.
The income elasticity is 1.38, while money demand responds negatively to rises in
long-term interest rates. A long-run relation can be established between long- and
short-term rates and inflation, as represented by the second vector. The third vector
relates real output positively to real stock prices. The results of the difference equa-
tions — which estimate changes in real M3 holdings as a function of lagged changes
in the other variables of the cointegration system (VAR in first differences) — are

Fig. 2.20 Results of the first difference estimates, 1980-Q1 to 2001-Q4; ¢-values in brackets
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shown in Fig. 2.20. The error term of the long-run demand function of real M3,
ECT1,_1, has anegative sign, implying that excess real money holdings are reduced
over time.

2.5.3 Euro Area Money Demand 1980-Q1 to 2006-Q1

Since 2001, euro area M3 growth has been constantly above the ECB’s 4/, percent
reference value. Hitherto stable standard money demand models fail to explain the
observed monetary developments. One explanation for this phenomenon claims that
an environment of increased macroeconomic uncertainty in conjunction with low
asset yields has enhanced the preference for liquidity. Greiber and Lemke (2005)
produced indicators (mainly based on financial market data) for measuring investor
uncertainty. They show that uncertainty helps to explain the increase in euro area
M3 over the period 2001 to 2004. In particular, a cointegrated money demand rela-
tionship can be established for samples that include these periods.

Euro Area Money Demand Stability Reconsidered

While a wide range of recent studies deals with the money demand relation-
ship in the euro area, it has been analyzed almost exclusively on the basis of
aggregate euro area data. Most of these studies exclusively use synthetic data
for the pre-EMU period,!! but the more recent papers add data on the first
years of EMU.!? Overviews are presented by Golinelli and Pastorello (2002)
and Brand, Gerdesmeier & Roffia (2002).

Almost all papers find euro area money demand to be stable until the
EMU started in 1999, even though they differ in many respects (sample, vari-
ables, estimation procedure, geographic area, aggregation method). A further
outstanding result for studies with sample periods ending prior to 1999 is
the higher stability of the area-wide compared to the country-specific money
demand functions. It is, however, not clear how this can be explained properly;
whether it is just a “statistical artefact” (Miiller & Hahn, 2001), the positive
influence of the traditionally stable German money demand (Calza & Sousa,
2003), or the neutralization of currency substitution movements across the
union. On the other hand, as argued by Miiller and Hahn (2001) and Hayo
(1999), it is not clear whether the better stability properties of aggregate euro
area money demand have persisted since the introduction of the euro.

l1See, among others, Gottschalk (1999), Hayo (1999), Bruggemann (2000), Clausen and
Kim (2000), Coenen and Vega (2001), Funke (2001), Miiller and Hahn (2001), and Golinelli
and Pastorello (2002).

12See, for instance, Brand and Cassola (2000), Calza, Gerdemeier and Levy (2001), Kon-
tolemis (2002), Bruggemann et al. (2003), Greiber and Lemke (2005) and Carstensen
(2006).
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The stability issue has received particular attention since M3 growth started
to accelerate in 2001. Due to the strong M3 growth, Kontolemis (2002) finds
evidence for money demand instability in the third quarter of 2001, the last
observation in his sample. In a comprehensive stability analysis Bruggemann,
Donati & Warne (2003) apply the fluctuation and Nyblom—type stability tests
proposed by Hansen and Johansen (1999) and obtain mixed results but finally
conclude that there are some specifications of long-run money demand that
seem to be stable.

This result is challenged by Carstensen (2006) and Greiber and Lemke
(2005). They argue that conventional money demand functions become unsta-
ble during the recent period of strong M3 growth and should be augmented
with measures of macroeconomic or financial uncertainty, which account
for the observation reported by the ECB (2003) that, following the terrorist
attacks of September 2001 and the burst of the new economy bubble, large
funds were reallocated into safe and liquid assets that are part of M3. However,
these augmented specifications seem to be unable to explain the increase in
M3 growth since the middle of 2004 (ECB, 2005; Alves, Marques, & Sousa,
2006). In contrast, Dreger and Wolters (2006) are still able to find a stable
money demand function using data until the end of 2004. Therefore, the ques-
tion whether long-run money demand is stable in the euro area still remains
unsettled.

The focus on aggregate euro area data and euro area wide money demand
stability may not be surprising since the ECB should be exclusively concerned
with economic developments in the euro area as a whole. However, a disag-
gregate analysis on the basis of individual country data can lead to additional
important insights both for EMU member countries and for the euro area as a
whole (Belke & Gros, 2007; Belke & Heine, 2006). As concerns the individ-
ual EMU member countries and their central banks, they should be interested
in the timely detection of national imbalances. Assuming that monetary aggre-
gates and, in particular, money overhangs which are defined as the deviation of
actual M3 from the money demand equilibrium, carry important information
with respect to the state of the monetary and financial system, they should
closely track the evolution of these quantities at the country level. This is
ever more important if one follows Milton Friedman’s dictum that inflation is
always and everywhere a monetary phenomenon because then money over-
hangs indicate future inflationary pressure for the respective country.

But a sensible measure of excess money is not necessarily invariant to the
country of interest. This obviously holds for the 4.5% reference value that
was derived by the ECB from aggregate developments in the euro area and,
thus, disregards specific developments in the individual member countries.
This may also hold true for more elaborate measures like the money over-
hang because the monetary and banking systems, the preferences of house-
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holds and, hence, the money demand functions are probably not equal across
countries. As concerns the euro area as a whole, there are at least three rea-
sons why national developments should be of interest. First, for the optimal
conduct of monetary policy it may prove beneficial to use national infor-
mation if the national monetary transmission mechanisms are asymmetric
(Belke & Heine, 2006; de Grauwe & Senegas, 2003). Second, and related to
the first point, inflation forecasts constructed by aggregating country-specific
models outperform inflation forecasts constructed by using aggregate euro
area data only (Marcellino, Stock, & Watson, 2003). Similarly, country spe-
cific inflation helps to explain area wide inflation even after controlling for
aggregate macroeconomic information (Beck, Hubrich, & Marcellino, 2006;
Carstensen, Hagen, Hossfeld, & Salazar Neaves, 2008). This implies that if
monetary developments have predictive content for inflation, it should pay off
to augment the aggregate information set with national money overhang mea-
sures. Third, even if the national variables did not carry additional information
over aggregated variables, the construction of the ECB Governing Council
would nevertheless entail considerable importance for national developments
because the majority of the council members represent national central banks
and may experience political pressure if the national developments diverge
from the aggregate ones (Carstensen et al., 2008; Heinemann & Huefner,
2004). In such a situation, it is possible that they will feel committed to the
countries they represent rather than to the euro area as a whole.

In this context, Carstensen et al. (2008) analyze the money demand func-
tions of the four largest EMU countries and a four-country (EMU-4) aggre-
gate. They identify reasonable and stable money demand relationships for
Germany, France and Spain as well as the EMU-4 aggregate based on a M3
money aggregate. In the case of Italy, results are less clear. From the estimated
money demand functions, they derive both EMU-4 and country-specific mea-
sures of the money overhang. They find that the EMU-4 M3 overhang mea-
sure strongly correlates with the country-specific measures, particularly since
the start of EMU, and that these measures are useful for predicting country-
specific inflation. The analyses show, however, that the aggregate money over-
hang is an important, but not an exhaustive indicator at the disaggregate
level.

Similar results have recently been provided by Hamori and Hamori (2008).
They analyzed the stability of the money demand function using panel data
from January 1999 through March 2006, covering eleven euro area countries
(Austria, Belgium, Finland, France, Germany, Ireland, Italy, Luxembourg,
Netherlands, Portugal, and Spain). The author, find that the money demand
function was stable with respect to M3. This arguably supports the suitability
of the ECB’s focus on M3 money supply in its monetary policy.
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A cointegration system for real M3 holdings for the period 1980-Q1 to 2006-Q1,
including the stock market and a measure of volatility of stock prices, might look as
follows:

m; — pr = Bot + Brave + Pois + Ba1id + Baisi + Psisvr + Bo 17 + €1 (2.102)
is = Boa + Baoil + Beomti + &1 (2.103)

st = Bos + B3y + &3 (2.104)

The first equation represents the long-run demand function for real balances
(m; — p;), depending on real income (y,), long- and short interest rates (that is
it’ and i, respectively), real stock performance, s;, stock market volatility, sv,, and
inflation 7r,. The second equation shows the combined Fisher parity and the term
structure of interest rates. The third equation relates real stock market performance
to real GDP. The real stock market performance and the volatility measure are shown
in Fig. 2.21a, b.

The results of the cointegration analysis for the period 1980-Q1 to 2006-Q1 are
given below:

my — Pt
1 -1.2510.232 0 0 0  0.008 M
0.03)  (0.02) 0.00 itl
0 O 1 —1.031 —0.157 -0.313 O is
(0.22) (0.07) (0.12) !
0 1 0 0 0 —-0.154 0 T
(0.01) S
SU;
Chi-squared (5) = 10.8 [0.05], standard errors in brackets.
(a) Real stock market performance? (b) Stock market volatilityb
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Fig. 2.21 Euro area stock market measures

Source: ECB, Thomson Financial. *Logarithm of the euro area stock market performance index
minus the logarithm of GDP deflator. "Moving standard deviation of weekly first differences of
logarithms of the stock market performance index over a gliding 52-week window.



2.6 Credit Demand 139

Almi=p)  Ay)  AGY  AGH  Azm)  Als,)  Alsv)

Lags 3 3 3 3 3 3 3
ECTy —0.048 -0.021 -1.557 -0.098 1234 -1.701 -17.63
(-1.31) (-0.66) (403  (=0.16)  (1.59) (=249  (-1.79)
ECT, —0.001 0.003 —0.080 0.006  0.728  0.067 —0.347
(~0.46) (1.68)  (=3.39)  (<0.15)  (1.54) (1.62)  (-0.58)
ECTy 0.001 -0.023 0501  0.050 -6.854  1.038 = 0.257
(0.03) (-1.14) (205 (135  (-1.24)  (2.40)  (0.04)
R2 0.45 0.28 0.27 0.31 0.47 0.26 0.12

Fig. 2.22 Results of the first difference estimates, 1980-Q1 to 2006-Q1; ¢-values in brackets

Compared with the results for the period 1980-Q1 to 2001-Q1, income elastic-
ity of the demand for real M3 has declined slightly (presumably due to the inclu-
sion of a variable corresponding to wealth), whereas the interest rate elasticity of
money holdings has increased quite markedly. Turning to the results of the differ-
ence equations (Fig. 2.22), it becomes evident that the error correction term of the
long-run demand function for real M3 retains its negative sign, but is no longer sta-
tistically significant. At the same time, however, excess money holdings appear to
have affected long-term yields and real stock prices.

These findings might indicate why strong money expansion, which actually set
in around 2001, has not (yet) shown up in the economy’s price level of current
production. It might well be that excess money has been used to buy financial assets
such as, for instance, bonds and stocks, thereby creating asset price inflation rather
than consumer price inflation. Against this background it would be premature to
argue that the demand function of M3 would have become unstable.

2.6 Credit Demand

When it comes to formulating models for credit demand, most studies include an
economic activity variable (such as real GDP or industrial production) and financing
costs (market interest rates or bank lending rates) as its main determinants.'> How-
ever, there seems to be no consensus in the literature about how economic activity
affects credit demand. Some empirical findings point to a positive relation between
the two variables based on the notion that economic growth would have a posi-
tive effect on expected income and profits. According to this argument, firms’ profit
making enables private agents to support higher levels of indebtedness and, con-
sequently, finance consumption and investments through credit (Kashyap, Stein, &
Wilcox, 1993). An additional aspect would be that expectations of higher activity

B1n the following, we focus on the US. For credit demand analyses in the euro area see, for
instance, De Nederlandsche Bank (2000) which estimates national equations for bank loans to
the private sector in several EU countries, Japan and the USA. Vega (1989) focuses on aggregate
credit demand in Spain. Also, see Calza, Gartner, and Sousa (2001) for an analysis of the demand
for bank loans to the private sector in the euro area.
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and productivity can lead to a larger number of projects becoming profitable which,
in turn, entails a higher demand for credit to fund them.

By contrast, studies focusing on the US economy question the existence of a sta-
ble relationship between credit and economic activity. Some go even further and
argue that, if any such relationship existed, it might actually turn out to be negative
(Bernanke & Gertler, 1995; Friedman & Kuttner, 1993). The main line of argument
is that an increase in contemporary productivity (as opposed to expected produc-
tivity) leads to a rise in output and, ultimately, profits. During expansionary phases,
companies might prefer to rely more on internal sources of finance and reduce exter-
nal financing. Similarly, households may want to take advantage of higher incomes
in expansion phases to reduce their debt. On the other hand, in recessions, when
both disposable income of households and firms’ profitability decline, households
and corporations may increase their demand for bank credit in order to smooth out
the impact of lower incomes and profits.

Most empirical Credit demand studies include a measure of the cost of loans
as an explanatory variable, and in many cases come up with a negative sign of its
estimated coefficient. The negative relationship between the demand for loans and
their cost appears to be rather uncontroversial, though some studies have pointed out
that the price of loans should be adjusted to reflect the opportunity cost of bank loans
(i.e. the cost of alternative sources of finance should be netted out as in Friedman &
Kuttner, 1993). The underlying argument is that the demand for loans will depend
not only on the rate of borrowed funds, but also on their relative price (that is relative
to the cost of funds obtained from other internal or external sources). However, this
issue is more relevant for non-financial corporations than for households since the
latter have limited access to financing from sources other than the banking sector.

In the following, the demand function for bank loans in the US shall be analysed.
Figure 2.23(a) shows the nominal growth of US bank loans and US GDP for the
period 1969-Q1 to 2005-Q3. Eyeballing the time series suggests a positive relation

(a) Bank loans and GDP growth, (b) Income velocity of bank loans?
nominal (% y/y)
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Fig. 2.23 US bank loans and economic activity
Source: Bloomberg, Federal Reserve Bank of St. Louis. Period: 1968-Q1 to 2005-Q3. — *Nominal
GDP minus stock of bank loan, both in natural logarithms.
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between economic expansion and loan supply. Figure 2.23(b) displays the income
velocity of bank loans for the period 1968-Q1 to 2005-Q3, that is the difference
between the logarithm of nominal GDP and the logarithm of the stock of bank loans.
The series exhibits a downward trend, suggesting that, on average, the growth of
nominal bank loans exceeded nominal output growth in the period under review.

The empirical model of the demand function for US bank loans shall be based
on the following long-run relationship:

I — pr = a + ryi + Bodef; + B3 Acpis + Base + Bsil™" + Boi; " + Bril + e,
(2.105)

where [/, p and y stand for bank loans, GDP deflator and real GDP, respectively,
in logarithms. Further, def stands for the default rate of US corporate bonds, and
shall capture the degree of lenders’ risk aversion. Acpi is the first difference in
the natural logarithm of the consumer price index. s stands for the real stock market
performance index (deflated with the consumer price index). i, i> " and i/’""
represent the prime loan rate, the 5-year bond rate and the Federal Funds Rate,
respectively. Finally, € is the i.i.d. error term. Figure 2.24(a—d) shows the time series

under review.
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Fig. 2.24 Data overview

Source: Thomson Financial, Bloomberg, Federal Reserve Bank of St. Louis, Moody’s; own calcu-
lations. *Bank loans deflated with the GDP deflator, stock prices with the consumer price index.
bUS default rate, all US corporate bonds, Moody’s. “First differences of natural logarithms.
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Fig. 2.25 VEC residual Lags LM-Statistic ~ Probability
serial correlation LM-tests 1 76.170 0.142
Notes: Hy: no serial 2 71.597 0.240
correlation at lag order 3 70.130 0.280
h. — Included observations: 4 73.976 0.185
134, — Probs from 5 57.761 0.695
chi-squared with 36 df. 6 77 505 0.120

The results of ADF-tests suggest that for all variables under review the null
hypothesis of a unit root cannot be rejected. As a result, all variables are treated
as non-stationary (I(1)). The cointegration properties of the data were analysed by
using the Johansen methodology. For determining the optimal lag lengths of the
conintegration system, a vector auto regression (VAR) model for [ — p, def, Acpi, s,
i7" 77 and i7" was estimated for the period 1974-Q2 to 2005-Q3.

The criterion for selecting the optimal lag length of the VAR consists of choosing
exactly that number of lags that is needed to eliminate the vector autocorrelation in
the residuals. The optimal lag length was determined by calculating and comparing
the empirical realisations of the information criteria for the VARs. The Akaike infor-
mation criterion reaches its maximum at a lag of 8 quarters, the Schwarz-criterion at
a lag of 1 and the Hannan-Quinn criterion at a lag of 2 quarters. A lag of 4 quarters
suggested no autocorrelation in the residuals (Fig. 2.25).

The cointegration model allows for an unrestricted constant with a linear deter-
ministic trend in the variables but not in the cointegration relationship. The test
results in Fig. 2.26 reveal that one cannot reject the existence of one cointegration
vector driving the time series at lag 4. However, the use of a system with 3 lags
would strongly speak in favour of using at least 2 cointegration vectors.

Assuming two cointegration vectors, the long-run relation between the real stock
of bank loans, output, interest rates, inflation and the stock market can be stated as
follows (asymptotic standard errors in brackets):

Ho: rank = p Maximum 95% critical Trace test- 95% critical
cigenvalue value statistic value
test-statistic

p=0 65.896* 52.363 [.001] 190.529* 159.529 [.000]

p<1 41.891 46.231 [.130] 124.655 125.615 [.057]

p<2 30.852 40.078 [.369] 82.764 95.753 [.278]

p<3 21.756 33.877 [.627] 51.911 69.819 [.553]

Fig. 2.26 Johnsen test for cointegration, lag two quarters (MacKinnon, Haug, & Michelis, 1999)
*denotes the rejection of the null hypothesis at the .05 level. — Probabilities in brackets.
The Trace-test and the Max-eigenvalue indicate 1 cointegrating eqn(s) at the .05 level.
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Chi-squared (4) = 8.36 [.079].

The first vector might be interpreted as the demand function for real bank loans.
The income coefficient of 1.68 reflects the downward trend of the income velocity
of bank loans. A possible explanation is that GDP might not capture the impact of
wealth, which might also relevant to explain credit demand. What is more, real bank
loan demand declines when borrowing costs rise. Credit demand rises if there is a
rise in the 5-year interest rate, though.

The second vector captures four long-run relations: (i) the Fisher parity, linking
long-term interest rates and inflation, (ii) the term structure of interest, establish-
ing a long-run relation between short- and long-term interest rates, (iii) the relation
between the lending rate and the riskless 5-year rate (a proxy for the credit spread)
and (iv) the relation between real stock prices and bond yields.

Figure 2.27(a) shows the residuals of the long-run demand function of real bank
loans. The ADF-test rejects the null hypothesis of a unit root. The ECT is scaled
so that deviations from the long-term equilibrium relationship average zero over the
sample period. If the ECT is above (below) the zero line, the level of real loans is
above (below) the equilibrium level. In that sense, a positive (negative) ECT can be
interpreted as an “over-supply” (under-supply) of real loans.

Figure 2.27(b) shows the ECT of the combined long-run relation between interest
rates, inflation and real stock prices. The ADF-test rejects the null hypothesis of a

(a) Cointegration vector 1: long-run (b) Cointegration vector 2: combined
demand function for bank loans long-run relation between interest rates,
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Fig. 2.27 Estimated cointegration relations for a model of the demand for real bank loans in
the US
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unit root. Finally, it should be noted that the volatility of the ECT of the second
cointegration vectors is — measured on the basis of the standard deviation — around
six and a half times the volatility of the ECT of the first vector.

The use of a VECM provides the opportunity to specify the long- and short-run
dynamics of the variables under review, while also capturing potential endogeneity
of the determinants of credit demand. In particular, while the cointegrating vector
is generally interpreted as a long-run equilibrium relationship, the estimates of the
short-term dynamics help to characterise the process of adjustment towards the long-
run equilibrium.

The coefficient of the error correction term of the long-run demand function for
real bank loans (ECT1) is statistically significant for explaining changes in real loan
demand (Fig. 2.28). The sign of the ECT1 is negative, suggesting that an over-
supply of bank loans is corrected by a decline in real bank loans in future periods.
The magnitude of the coefficient is rather small, though, suggesting that in case
of deviations of real loans from their equilibrium level the adjustment towards the
long-run level takes quite some time.

The results of the misspecification tests for the single difference equations are
presented in Fig. 2.29. The null hypothesis of autocorrelation in the single equation
residuals can be rejected for all equations. ARCH effect can be detected only for
real stock prices. Except for i} >““", no ARCH effect (at lag 4) can be detected. A
violation of the normality assumption can be detected for [, — p;, def;, Acpi and s;.
The multivariate test statistics for autocorrelation, normality and heteroscedasticity
are satisfactory.

Fig. 2.28 Estimated error correction terms of the VECM
Legend: Standard errors in (.) and #-statistics in [.].
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Autocorrelation ARCH effects Hetero- Normality
(4th order)? (4th order)® scedasticity® testd

L. Single equation tests
l,- p, 1.652 [.169] .286 [.886] 1.092 [.368]  5.365 [.068]
v, 242 [.914] 125 [.973] 459 [.998]  277.6 [.000]
def, 1.977 [.105] 2.177 [.076] 722 [.900]  1.269 [.530]
Acpi 1.346 [.259] 1.237[299]  1.009 [489]  4.445 [.108]
Sy 467 [.759] 2.465 [.005] .880 [.694] 195 [.907]
ilprime 1.094 [.368] 3.994 [.004] 944 [.593]  39.11 [.000]
I-IS—year 2.171 [.079] 2.234 [.069] 1.808 [.001]  12.85 [.002]
i 2.194 [.07¢6] 1.005 [.408] 749 [.873]  95.37 [.000]

i

11 Multivariate tests

Autocorrelation Vector normality ~ Heteroscedasticity
(4t order)? test (joint test)
79.439 [.092] 99.062 [.000] 2506.7 [.200]

Fig. 2.29 Diagnostic tests of selected models

Legend: p-values in brackets. *Lagrange multiplier (LM) test for autocorrelation by Godfrey
(1978). — ®Test for ARCH based on (Engle, 1982). “Heteroscedasticity test suggested by White
(1980). 4Jarque-Bera test.

Weak exogenezty tests can be performed on the equations for def, Acpi, s, i”"™,

i ,5 Year and i/ , " in order to determine whether, in the spirit of a general-to-specific
approach, it would be legitimate to specify the demand for loans as a single equation
model instead of a system. The test is performed by assessing the statistical signif-
icance of the coefficient of the ECTs in each of the equations of the system other
than the equation for loans. If the ECT is found not to be significant in a specific
equation, this implies that there is no information loss from excluding that equation
from the system.

The tests show that the null hypothesis of weak exogeneity cannot be rejected
for all equations except for the prime lending rate. This implies that the VECM
approach cannot be reduced to a single equation. Although on the basis of the weak
exogeneity it would be possible to exclude this variable from the system and pro-
ceed with a smaller VECM (conditioned on these variables), one may decide to
continue to retain the full system. One implication of the test result is that, in order
to describe the dynamics of the adjustment of real loans to its equilibrium level, it
cannot be assumed that in case real loans deviate from equilibrium the return to it
will necessarily be prompted only by adjustments in real loans themselves. In fact,
deviations from equilibrium may lead to movements also in the prime lending rate.

Figure 2.30 shows impulse-response functions of the VECM. It shows the reac-
tion of real bank loans to a Cholesky one standard deviation of (i) real GDP, (ii) the
prime lending rate, (iii) the default rate and (iv) the Federal Funds Rate. An increase
in real GDP tends to raise the demand for real bank loans until 7 quarters following
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i 012 r .012
Flg' 2'30 Impulse response Real GDP =—=-— Prime lending rate
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the impulse. An increase in the prime lending rate reduces the demand for real bank
loans; the effect remains negative throughout the period under review. A hike of the
Federal Funds Rate, however, increases the demand for real bank loans in the first 9
quarters. Thereafter, the negative impact kicks in. Finally, an increase in the default
rate reduces the demand for bank loans.
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Chapter 3
Interest Rate Theories

The financial public, too, believes that the Fed can control
interest rates, and that belief has spread to the Treasury and
Congress. As a result, every recession brings calls from the
Treasury, the White House, Congress, and Wall Street for the
Fed to “to bring down interest rates.” Counterbalancing pleas,
at times of expansion, for the Fed to raise interest rates are
notable by their absence.

Friedman, M. (1994), Money Mischief, p. 209.

3.1 Introductory Remarks

The interest rate plays an important role in economics, especially so in monetary
theory. It may therefore come as a surprise that a consensus has not (yet) emerged
as far as the nature and the determinants of the interest rate are concerned. In fact,
the nature of the interest rate phenomenon has remained subject to, at times con-
troversial, debate. In his book Man, Economy and State, first published in 1962,
Murray N. Rothbard wrote (2001, p. 389): “Perhaps more fallacies have been com-
mitted in discussions concerning the interest rate than in the treatment of any other
aspect of economics.”

In a historic perspective, the dealing with and the examination of the interest rate
phenomenon has actually always been strongly influenced by ideological and polit-
ical considerations. For instance, the controversies of the Middle Ages over usury
were by no means attempts to examine the nature of the interest rate. However, this
changed with the work of the economists of the Austrian School of Economics and
the (neo-)classical school. They interpreted the interest rate as a real phenomenon.
As such, the interest rate phenomenon would not be related to the existence of
money as such. They showed that even in a barter econom